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TowardsQuestion-based High-recall Information Retrieval:
Locating the Last Few Relevant Documents for
Technology-assisted Reviews

JIE ZOU and EVANGELOS KANOULAS, University of Amsterdam, The Netherlands

While continuous active learning algorithms have proven effective in finding most of the relevant documents
in a collection, the cost for locating the last few remains high for applications such as Technology-assisted
Reviews (TAR). To locate these last few but significant documents efficiently, Zou et al. [2018] have proposed
a novel interactive algorithm. The algorithm is based on constructing questions about the presence or ab-
sence of entities in the missing relevant documents. The hypothesis made is that entities play a central role
in documents carrying key information and that the users are able to answer questions about the presence or
absence of an entity in the missing relevance documents. Based on this, a Sequential Bayesian Search-based
approach that selects the optimal sequence of questions to ask was devised. In this work, we extend Zou
et al. [2018] by (a) investigating the noise tolerance of the proposed algorithm; (b) proposing an alternative
objective function to optimize, which accounts for user “erroneous” answers; (c) proposing a method that
sequentially decides the best point to stop asking questions to the user; and (d) conducting a small user study
to validate some of the assumptions made by Zou et al. [2018]. Furthermore, all experiments are extended
to demonstrate the effectiveness of the proposed algorithms not only in the phase of abstract appraisal (i.e.,
finding the abstracts of potentially relevant documents in a collection) but also finding the documents to be
included in the review (i.e., finding the subset of those relevant abstracts for which the article remains rele-
vant). The experimental results demonstrate that the proposed algorithms can greatly improve performance,
requiring reviewing fewer irrelevant documents to find the last relevant ones compared to state-of-the-art
methods, even in the case of noisy answers. Further, they show that our algorithm learns to stop asking
questions at the right time. Last, we conduct a small user study involving an expert reviewer. The user study
validates some of the assumptions made in this work regarding the user’s willingness to answer the system
questions and the extent of it, as well as the ability of the user to answer these questions.
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1 INTRODUCTION
Technology-assisted Reviews (TAR) aims at locating all relevant documents in a collection while
minimizing the manual effort required to review irrelevant documents. Successful applications of
TAR include electronic discovery in legal proceedings [Cormack and Grossman 2014; Oard et al.
2018], systematic reviews in evidence-based medicine [O’Mara-Eves et al. 2015], and test collec-
tions construction in Information Retrieval (IR) evaluation [Cormack and Grossman 2018; Sander-
son and Joho 2004]. A significant research question in TAR is how to minimize the human effort
required to review irrelevant documents while finding (nearly) all relevant documents, given the
cost of assessing a large document collection is high, especially when the assessors are domain ex-
perts or information specialists. To reduce this cost, TAR is typically performed as a three-phase
process: (a) a Boolean query is carefully designed by an information specialist expressing what
constitutes relevant information to search for in a document corpus,1 (b) potentially relevant doc-
uments are identified within the result set of the Boolean query, by experts examining only a
summary of these documents (typically the title and the abstract), and (c) the documents to be in-
cluded in the review are located by experts reading the full text of the document that corresponds
to the relevant abstracts. The most expensive phase in this process is the second one, the screening
of titles and abstracts, since the Boolean query typically returns a rather large dataset, in the order
of thousands.
Active learning techniques, which iteratively improve the prediction accuracy by interacting

with the reviewers, are considered the state-of-the-art in TAR [O’Mara-Eves et al. 2015]. In par-
ticular, Cormack and Grossman [2014, 2017] have proposed a Continuous Active Learning (CAL)
algorithm, called Baseline Model Implementation (BMI), which achieves the best performance in
a number of high-recall tasks [Grossman et al. 2016; Kanoulas et al. 2017; Zou et al. 2018]. BMI
repeatedly trains a logistic regression model to predict the relevance of documents. In every ses-
sion, BMI returns the top-scored documents to users (i.e., expert reviewers) to review and label.
Then these labeled documents are added to the training dataset to re-train the logistic regression
model. To speed-up the process of re-training, instead of a single document, a batch of documents
is returned to the user at every iteration and the batch size increases exponentially with the iter-
ations [Cormack and Grossman 2014, 2017]. In this way, if E is the number of labeled documents
at the end of the process, then the number of iterations, and hence re-training steps, is O (loдE).
While CAL algorithms have shown to be effective in finding relevant documents in a collection
[Cormack and Grossman 2014; Grossman et al. 2017], the percentage of relevant documents iden-
tified typically reaches a plateau at 80%–90% of all relevant documents in the collection. This often
happens after reviewing and labeling 20%–40% of the collection [Kanoulas et al. 2017; Suominen
et al. 2018]. This is illustrated in Figure 1, which presents recall as a function of the number of
documents manually reviewed in the CLEF 2017 e-Health Lab [Kanoulas et al. 2017]. Finding the
remaining 10% of relevant documents (typically 1 to 3 relevant documents) needs reviewing almost
the entire collection.

1In some cases, during the first phase a handful of relevant documents is also available; we do not consider this case in this
work.
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Fig. 1. Recall achieved by participating runs at CLEF 2017 e-Health task at different percentages of reviewed
documents.

To overcome the above challenge, Zou et al. [2018] aim to retrieve these last few missing rel-
evant documents by asking direct questions to reviewers about the information carried in the
missing documents, instead of requesting relevance feedback on them. Zou et al. [2018] propose
a Sequential Bayesian Search-based method [Wen et al. 2013] for TAR, called SBSTAR. SBSTAR
applies CAL up to a certain number of documents reviewed, e.g., 20%–40% of the collection. Then,
it switches to directly asking yes/no questions to reviewers focusing on questions about the ex-
pected presence of an entity in the missing relevant documents. In their work, TAGME is used
to identify entities; therefore, an entity is defined as a sequence of informative terms (also called
spots) in the input text [Ferragina and Scaiella 2010]. SBSTAR works by constructing a prior belief
over document relevance on the basis of the ranking model learned by CAL. Based on the prior
belief, it applies Generalized Binary Search (GBS) over entities to find the optimal entity, i.e., the
one that dichotomizes the probability mass of the modeled document relevance, to ask to the re-
viewer. After the question is being answered by the reviewer, a posterior belief is obtained to be
used for the selection of the next question or the final ranking of documents.
SBSTAR in Zou et al. [2018] made the assumption that the reviewers always provide the cor-

rect answer to the asked question, which is a strong assumption. Further, Zou et al. [2018] made
some assumptions that the reviewers are willing to answer a number of questions and the effort
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Table 1. A Running Example

Topic:Mini-Cog for the diagnosis of Alzheimer’s disease dementia and other dementias within
a community setting
Query: mini-Cog OR (MCE and (cognit* OR dement* OR screen* OR Alzheimer*))
Already found relevant documents by CAL:
ID: 22508578, ID: 17567931, ID: 16534774, ID: 15877567, ID: 14511167, ID: 11113982
Target document (missing relevant document):
ID: 20473827, Title: [Evaluation] of the [Functional Activities Questionnaire (FAQ)] in [cognitive
screening] across four [American] [ethnic groups]. Abstract: The purpose of this [study] was to
examine the performance of the [Functional Activities Questionnaire (FAQ)] in four [American]
[ethnic groups] (N = 691), evaluate the influence of [demographic factors] and [depressive symp-
toms] on the [FAQ] and compare its performance with two [cognitive screening] [measures], the
Mini-Cog and the [MMSE] ...
Asked questions from question pool:
Question: Are the documents about [study] (0.09) ? Answer: Yes/No/Not Sure
Question: Are the documents about [patient] (0.01)? Answer: Yes/No/Not Sure
Question: Are the documents about [cognitive screening] (0.15)? Answer: Yes/No/Not Sure
Question: Are the documents about [evaluation] (0.18)? Answer: Yes/No/Not Sure
Question: Are the documents about [dementia] (0.30)? Answer: Yes/No/Not Sure
Question: Are the documents about [medication] (0.29)? Answer: Yes/No/Not Sure
Question: Are the documents about [clinic] (0.29)? Answer: Yes/No/Not Sure
...
The topic describes the topic of the systematic review conducted. The Query reflects the Boolean query designed for
this systematic review. The documents with IDs 22508578, 17567931, 16534774, 15877567, 14511167, 11113982 are relevant
documents found by the CAL algorithm. In this example there is a single missing document, which is shown next. This
is the document that our interactive algorithm will attempt to locate. Each candidate document, that is each document in
the set of returned documents by the Boolean query, which have not been reviewed yet by the reviewer, is annotated by
an entity recognition algorithm. The entities recognized in the missing document are shown in the example indicated by
blue square brackets. The question pool is then constructed by using all of the entities in all the candidate documents. For
example, the entity [study] appears in the missing relevant document, while [medication] does not, but instead appears
in some irrelevant candidate documents. For each question round, we select the question from the question pool to ask to
the user. We do that by selecting the question with the lowest score calculated by our objective function. In our example,
in the first round, we selected the question “Are the documents about [study]?,” which received a score of 0.09 and it was
the lowest score in that round, while in the second round, we chose the question “Are the documents about [patient]?,”
which had a score of 0.01 and this was the lowest score in that round.

for answering a direct question about entities are at most as much as providing the relevance of a
document, which remain unverified. Last, in SBSTAR of Zou et al. [2018] the number of questions
to be asked is a predefined parameter. Setting this number depends on human experience, previous
empirical results, or manual search (e.g., grid search) in a cross validation setup, which is costly,
not flexible, and typically not optimal. In this work, we extend the work of Zou et al. [2018] in
three ways: (a) we incorporate the chance that user may erroneously answer the system questions
to our previously introduced SBSTARmodel; (b) conduct a small user study to validate some of the
assumptions in Zou et al. [2018]; and (c) we propose the SBSTARext algorithm, which determines
when to stop asking questions on-line and automatically without the burden of predefining this
parameter. The algorithm continues asking questions until a stopping criterion is met. The stop-
ping criterion is set by our trained classifier based on dynamically extracted features. Once the
prediction by the trained classifier is to “stop asking,” the posterior belief is used to produce the
final relevant documents list.
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To sum up, this work extends Zou et al. [2018] in the following directions2:
E1 We propose three rudimentary models of reviewers’ noisy answers when answering the

generated questions. (See Section 4.1—Simulating reviewers.)
E2 We conduct an analysis on the basis of user simulations on the noise tolerance of the algo-

rithm by Zou et al. [2018]. (See Section 4.4.)
E3 We propose a new objective function that accounts for the user’s erroneous answers when

selecting the next question to ask, and demonstrate its effectiveness. (See Sections 3.2
and 4.4.)

E4 We propose SBSTARext with a novel method to decide when to stop asking questions, and
demonstrate its effectiveness. (See Sections 3.3 and 4.5.)

E5 All experiments are run both against abstract-level relevance and document-level relevance,
with the latter being a harder problem, since relevant documents are only a fraction of the
relevant abstracts. (See Section 4.)

E6 We conduct a small user study to validate the assumptions made regarding the users’ will-
ingness to answer a number of questions, their efforts, and their noisy answers. (See Sec-
tion 4.6.)

The rest of this article is organized as follows. In Section 2, we summarize the related work. In
Section 3, we introduce our approach and describe it in detail. Section 4 includes the experimental
setup, the experimental results, and the corresponding analysis. The limitations and future work
are presented in Section 5, while Section 6 concludes the article.

2 RELATEDWORK
2.1 Technology-assisted Reviews
A Technology-assisted Review (TAR) aims at locating as many relevant documents as possible in
a collection, i.e., a high-recall task. The Text Retrieval Conference (“TREC”) [Voorhees et al. 2005]
has a history of studying the problem of high recall, starting with the TREC Legal track [Baron
et al. 2006; Cormack et al. 2010; Hedin et al. 2009; Oard et al. 2008; Tomlinson et al. 2007], fol-
lowed by the TREC Total-recall track [Grossman et al. 2016; Roegiest et al. 2015], which received
a lot of attention in 2015 and 2016. Then, CLEF [Ferro and Peters 2019] focuses on the total-recall
problem of TAR in empirical medicine [Kanoulas et al. 2017; Suominen et al. 2018]. BMI [Cor-
mack and Grossman 2014], an AutoTAR CAL method, was provided to the participants of the
Total-recall track as a baseline for comparison. No method evaluated in these tracks outperformed
BMI, and thus BMI is recognized as the state-of-the-art [Grossman et al. 2016; Roegiest et al.
2015; Zhang et al. 2015]. It is a relevance-feedback method using supervised machine learning.
Cormack and Grossman [2014] found CAL outperforms traditional supervised learning (i.e., “sim-
ple passive learning” (SPL)) and active learning (i.e., “simple active learning” (SAL)). Yu et al. [2016]
also confirmed that CAL is effective for systematic reviews. Abualsaud et al. [2018] designed and
implemented an efficient high-recall information retrieval system using CAL. CAL [Cormack and
Grossman 2014] is an active learning method, which uses search as a first step to identify an initial
set of potentially relevant and irrelevant documents for training a classifier, then presents a set
of documents most likely to be relevant to the user, and solicits their feedback on their relevance.
Then it is using these labeled documents as a training set to re-train the classifier. In detail, CAL
first (1) creates a (set of) potentially relevant and irrelevant document(s); this can be done by dif-
ferent means; past work used the description of the TAR topic as a relevant document and a sample

2The source code is released in the following repository: https://github.com/JieZouIR/TAR.git.
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of 100 documents from the collection as the set of irrelevant documents; then (2) trains a machine
learning algorithm (e.g., a Support Vector Machine (SVM), or logistic regression) on this training
set and uses it to predict the next most-likely relevant documents; typically a batch of documents
is returned at every iteration with the batch size increasing exponentially with the iterations to
speed-up the re-training process [Cormack and Grossman 2014, 2017]; (3) collects the relevance
feedback for all of the presented documents, and amends the training set; and (4) repeats (2) and
(3) until some stopping criterion is met, e.g., none of the presented documents is relevant. Despite
its effectiveness, the method suffers from locating the last few relevant documents [Kanoulas et al.
2017; Zou et al. 2018].

Evaluation and comparative studies around TAR methods have also attracted the attention of
researchers. Zhang et al. [2018c] used a simulation framework to evaluate sentence-level rele-
vance feedback. Zhang et al. [2018a] conducted a controlled user study with 50 users to evaluate
a retrieval system using the full document or selected paragraph as relevance feedback in CAL.
McDonald et al. [2018] presented an evaluation of active learning strategies for sensitivity reviews.
The evaluation of user-in-the-loop systems has also been studied using human subjects and simu-
lated human responses [Cormack and Mojdeh 2009; Soboroff and Robertson 2003; SPARK-JONES
1975]. Grossman et al. [2017] performed a comparative study on automatic and semi-automatic
document selection for the TREC 2016 Total-recall track.
The summary or abstract of documents has been shown to be an effective information source for

accurate and efficient relevance judgments. Tombros and Sanderson [1998] found reviewers could
locate more relevant documents by reviewing the extracted summary, while making fewer labeling
errors. Further, Sanderson [1998] found that “reviewers can judge the relevance of documents from
their summary almost as accurately as if they had access to the document’s full text.” They showed
that an assessor took 61 seconds to assess each full document while spending 24 seconds to assess
each summary on average. Zhang et al. [2018c] also suggested that a system that presents relevant
sentences could reach high recall more efficiently compared to a system that presents the entire
document. Systematic reviews also use article abstracts to filter out irrelevant articles efficiently.
A number of works that aim at deciding when to stop reviewing articles in TAR have been

presented in the past. Wallace et al. [2010] and Yu et al. [2018] stop training their models when a
pre-defined number of relevant studies is found. Di Nunzio [2018] proposed a variable threshold
approach to stop labeling once the percentage of non-relevant documents over the total number
of judged documents reaches a fixed threshold. The most recent approach proposed, called the
“knee” method [Cormack and Grossman 2015b, 2016a, 2016b, 2017], uses a simple geometric cri-
terion [Satopaa et al. 2011] to make a stopping decision. The “knee” method uses the fall-off in the
slope of the gain curve (number of judged relevant documents vs. review effort) as a stopping cri-
terion. However, the “knee” method is a heuristic method and does not indicate howmanymissing
relevant documents are there. Cormack and Grossman [2016c] proposed the SCAL method, which
first estimates the number of relevant documentsR in a collection by randomly sampling and label-
ing a large subset of the documents. Di Nunzio [2018] proposed a heuristic thresholding method,
the two-dimensional BM25, based on the interaction of the two probabilities used by the BM25
model: P (d |R) and P (d |NR)—the probability of observing document d given the currently judged
relevant documents R, and the currently judged non-relevant documents NR. Their method stops
judging once the proportion of non-relevant documents over the total number of judged docu-
ments exceeds a fixed value. There are more studies that attempt to estimate the number of rel-
evant documents, R, based on which one can decide when to stop presenting documents to the
user of a search system [Arampatzis et al. 2009; Losada et al. 2019; Wallace et al. 2013]. Arampatzis
et al. [2009] proposed methods to select the cut-off point where to stop reading a ranked List that
optimizes a given evaluation metric. Losada et al. [2019] proposed a diversified group of stopping
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methods and proposed a method to estimate the number of relevant documents R. They estimate
R based on power-law distribution and the similarity between the pattern of the relevance of the
test query and the pattern of the relevance of each training query. All the aforementioned methods
need extra assessment budget to estimate the number of relevant documents R to decide when to
stop the TAR process. Our SBSTARext method differs by (1) training a classifier based on dynamic
features, and (2) automatically determining when to stop asking questions (3) without relying on
the predefined threshold or evaluation metrics.

2.2 Interactive Search
Interactive Information Retrieval has always received significant attention in the research commu-
nity [Buckley and Robertson 2008; Chai et al. 2007; Ruotsalo et al. 2018]. Compared with the tradi-
tional approaches, interactive information retrieval achieves high recall with a human-in-the-loop.
It suggests putting the human-in-the-loop and learning a relevance model throughout an interac-
tive search process, where users provide feedback on the relevance of presented documents, and
the model adapts to this feedback [Cormack and Grossman 2015a; Grossman and Cormack 2010].
TREC firstly introduced the “pooling method” [SPARK-JONES 1975], which selects the top-ranked
documents for assessment, and recognizes all other documents as non-relevant. Then Interac-
tive Searching and Judging (ISJ) method has been shown to get comparable quality relevance to
the pooling method with considerably less effort. ISJ utilizes the form of repeatedly formulating
queries and examines the top results of a relevance-ranking search engine [Cormack et al. 1998].
Most of the methods take special treatment of the query [Lavrenko and Croft 2017; Robertson
and Jones 1976; ROCCHIO 1971; Salton and Buckley 1990; Zhai and Lafferty 2001], typically ex-
panding it with terms from labeled documents. However, query expansion has shown suboptimal
performance [Cormack and Grossman 2014], in part, because handling the relationship between
the original query and feedback documents is challenging [Lv and Zhai 2009]. Quantifying rele-
vance on the basis of users’ queries, or learning a model of relevance from past queries, cannot
always capture the minute details of relevance [Cormack and Grossman 2014; Grossman and Cor-
mack 2010; Zou et al. 2018]. Active learning [Krishnakumar 2007] and multi-armed bandits [Dudík
et al. 2015; Hofmann et al. 2013; Radlinski et al. 2008] have been proposed to iteratively learn task-
specific models; however, they both suffer from the multi-modality of relevance. Cormack and
Mojdeh [2009] proposed a combination of ISJ and CAL. Cormack and Grossman [2015a] proposed
a continuous learning-based algorithm, BMI, for TAR, which works by iteratively training an SVM
classifier on user’s relevance feedback over the predicted most relevant documents. The proposed
algorithm is considered state-of-the-art. However, the human effort remains extremely high trying
to find the last few relevant documents [Kanoulas et al. 2017; Zou et al. 2018]. Different from the
aforementioned methods, which focus on receiving feedback at the level of documents, our inter-
active method asks explicit questions to the users in terms of entities contained in the documents
of the collection.
Interactive retrieval methods have also been studied in community-based question answering

(cQA). Successful applications in the field include expert finding [Zhao et al. 2014, 2016], question
retrieval [Bae and Ko 2019; Chen et al. 2018], understanding and summarizing answers [Liu
et al. 2008], question routing in providing answers for unanswered questions [Li and King 2010],
and inference rules discovery from text [Lin and Pantel 2001]. Zhao et al. [2016] proposed a
random-walk-based learning method with recurrent neural networks from a novel viewpoint
of learning ranking metric embeddings to search the right experts for answering the questions.
To solve the problem of lexical gaps between questions, Chen et al. [2018] presented a model
to retrieve similar questions for cQA platforms to resolve users’ queries by applying random
walk with a recurrent neural network. They highlight a valuable investigation for considering
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both question contents and the asker’s social interactions. Bae and Ko [2019] instead presented
a translation-based language model to solve the lexical gap problem for retrieving questions. To
solve the cold-start problems, Wan et al. [2018] and Zhao et al. [2014] exploited knowledge from
multiple sources to support question answering. A hybrid system to retrieval expertise to help
to answer questions is also proposed [Kundu and Mandal 2019]. Liu et al. [2008] suggested that
users can reuse the best answers from similar questions as search result snippets, and highlighted
the effectiveness of applying automatic summarization techniques to summarize answers. Li and
King [2010] introduced the concept of Question Routing to retrieve suitable questions to the
right answerers to answer. They proposed a Question Routing framework by considering not
only users’ expertise but also the availabilities of users for providing answers. To assist with the
mismatch between different expressions in questions and texts, Lin and Pantel [2001] proposed
an unsupervised method to retrieve inference rules from question answering text. Different from
the aforementioned works, which focus on retrieving related questions, answers, answerers,
or inference rules for question answering, we focus on the TAR task by asking “yes” or “no”
questions to reviewers to locate the missing relevant documents in this article.
Similar to our work,Wen et al. [2013] proposed a Sequential Bayesian Search algorithm for solv-

ing the problem of efficiently asking questions in an interactive search setup. They learn a policy
that finds items in a collection using the minimum number of queries. Then Kveton and Berkovsky
[2015, 2016] proposed a generalized linear search (GLS) method to combine generalized search and
linear search in recommender systems. The SBSTAR algorithm that we introduced in previous
work [Zou et al. 2018] differs from the aforementioned work by being applied to unstructured text
for the ranking of documents using entities to construct the questions to ask. Further, it updates
the model after each question rather than updating by each episode for locating the target item.
Moreover, the SBSTAR algorithm is used to find the last few relevant documents in TAR by asking
“yes” or “no” questions to reviewers. This work extends our previous work [Zou et al. 2018], by
incorporating the user’s erroneous answers to the SBSTAR model by introducing a new objective
function. Further, it provides an analysis on the basis of user simulations. For the user simulations
three rudimentary noisy answer models are introduced. Also, we propose an extension of the al-
gorithm, SBSTARext, to decide when to stop asking questions automatically. Last, we conduct a
small user study to validate the assumptions made regarding the users’ willingness to answer a
number of questions, their efforts, and their noisy answers.

2.3 Question Pool Construction
Entities are recognized as the most vital source of information in text [Erosheva et al. 2004; Rosen-
Zvi et al. 2004]. Based on this assumption, Zou et al. [2018] construct the pool of questions using
entity annotation, thus focusing on generating questions regarding the presence or absence of an
entity in relevant documents. That is, Zou et al. [2018] instantiate the question candidate set by
identifying entities in the related documents by using TAGME [Ferragina and Scaiella 2010], an
entity-linking algorithm [Cornolti et al. 2018; Liu et al. 2017, 2019], which is widely used in prior
research [Ernst et al. 2017; Hasibi et al. 2015; Park et al. 2013; Xiong and Callan 2015; Xiong et al.
2017; Zou et al. 2018]. No filters on annotation score (a confidence score for a word or phrase being
annotated as an entity) are used for TAGME’s results, i.e., all annotations are being considered,
which is also a widely used setting in previous work [Raviv et al. 2016; Xiong and Callan 2015; Zou
et al. 2018]. One can also easily combine TagME entities with labeled topics [Zou et al. 2015, 2016,
2017], keywords extraction [Campos et al. 2018], or other information extraction [Maslennikov
and Chua 2010; Riloff and Lehnert 1994] for the annotations. In this article, as in Zou et al. [2018],
we take a rudimentary approach by using TAGME to annotate entities in documents, and represent
documents by embedding them in the entity space. An example of an annotated document can be

ACM Transactions on Information Systems, Vol. 38, No. 3, Article 27. Publication date: May 2020.



Towards Question-based High-recall Information Retrieval 27:9

Fig. 2. Pipeline of our approach.

seen in Table 1. Each one of the entities annotated in this example document, as well as all other
documents in the collection, is used to create a question pool. A subset of this pool can also be seen
in Table 1. After that, the algorithm asks a sequence of questions in the form: “Are the documents
about [entity]?” to find the reviewer’s target documents. The question template here is ad hoc and
one can also use other defined templates. The reviewers can respond with a “yes,” a “no,” or a “not
sure,” with “not sure” ensuring that the reviewers are not forced to give the wrong answer when
they are not sure about it.

3 METHODOLOGY
In this section, we first describe in detail the SBSTAR algorithm introduced by Zou et al. [2018],
and in particular the selection of questions asked to a reviewer in a sequential fashion (Section 3.1),
given the constructed question pool by entity annotation (Section 2.3). Then, we present in detail
the extensions to the SBSTAR algorithm and, in particular, (a) accounting for reviewers’ noisy
answers (Section 3.2) and (b) introducing an algorithm that decides when to stop asking questions
to reviewers (Section 3.3).

The pipeline of our approach is shown in Figure 2, and a running example is provided in Table 1.
In particular, while offline, our framework analyzes all the documents in the collection and gener-
ates a pool of clarifying questions to be asked to users. During search time, a user submits a query
for a certain topic and a search algorithm responds with a ranked list of documents. In our setup,
we employ interactive search, using a certain CAL algorithm, the BMI. BMI responds to the user’s
query with a short ranked list of documents, of a predefined size, and the user is requested to pro-
vide relevance feedback over each one of the returned documents. Once feedback is provided, the
algorithm is trained over it and produces another ranked list of documents to be shown to the user,
and so on. At a certain point, the BMI algorithm decides to stop returning documents, assuming
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Table 2. Notations

Notation Explanation
D, E document set, entity set
D∗ target document set, D∗ ⊆ D
d , el document d ∈ D, selected entity in the l-th question el ∈ E
el (D∗) the reviewer reply indicating whether or not the target documents contain

the entity el
π ∗l (d ) probability distribution of reviewer preferences over the document d during

the l-th question
P prior belief over the reviewer preferences π ∗
α the Dirichlet parameter of P
Nq the number of questions to be asked
Ul the candidate document space during the l-th question
Zl (d ) indicator function for model updating
h(e ) error rate of reviewer answers for the entity e
β the tradeoff parameter for h(e )
Dtraininд , Dtest inд training set, testing set for the when-to-stop classifier
Maxq the max number of questions to be asked for the when-to-stop classifier

that there is no other relevant document in the collection, or that the effort to find the last few
relevant documents is too high. After this stopping point, our algorithm is run to ask clarifying
questions. The BMI algorithm is based on a probabilistic classifier (logistic regression), hence at its
stopping point a probability over relevance can be calculated for every document in the collection.
This probability is used to construct a prior belief of the user’s interest over all documents in the
collection. Based on this prior belief, our model selects a clarifying question to ask to the user by
picking the entity that best splits the probability mass of the user’s interest over the document
in the collection into two halves. The algorithm receives the user’s answer and on the basis of
this answer, the prior belief is updated to a posterior belief. This posterior belief is used now by
our model to select the next query to ask to the user. In the meantime, a classifier is employed
to decide whether indeed a next clarifying question should be asked to the user or the algorithm
should produce the final ranked list of the remaining of the documents in the collection.

3.1 Sequential Bayesian Search for TAR
The SBSTAR algorithm introduced by Zou et al. [2018] is described in Algorithm 1. The notation
used throughout the article is summarized in Table 2. The input to the algorithm is the document
collection,D, the set of annotated entities in the documents, E, a prior belief, P0, which we model
as a Dirichlet distribution parameterized by α , and the number of questions to be asked, Nq . The
document set D is built by running a Boolean query against a biomedical article collection, e.g.,
PubMed, which constitutes the current approach taken by experts when working on systematic
review [Kanoulas et al. 2017]. This document collection is further reduced by removing the docu-
ments that are already discovered by BMI and labeled by experts.
The algorithm assumes that there is a target document set D∗ ⊆ D the reviewer is interested

in, which is the last few relevant documents missed by BMI (e.g., the single missing relevant doc-
ument with ID #20473827 in our running example). We also assume there is a probability distri-
bution modeling the preference of the reviewer over the documents, π ∗, over D, and the target
documents are drawn i.i.d. from this distribution. Further, we assume that we have a prior belief
P over the reviewer preferences π ∗, which is a probability density function over all the possible
realizations of π ∗. The system updates its belief when the system observes a reviewer’s answer of
ACM Transactions on Information Systems, Vol. 38, No. 3, Article 27. Publication date: May 2020.
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ALGORITHM 1: SBSTAR [Zou et al. 2018]
input: A document set, D, the set of annotated entities in the documents, E , a prior belief

over document relevance, P0, and a number of questions to be asked, Nq

1 foreach topic do
2 l ← 1
3 while l ≤Nq do
4 Compute the reviewer preference:
5 π ∗l (d ) = Eπ∼Pl [π (d )] ∀d ∈ D
6 Use GBS to find the optimal target entity:
7 el = argmine |

∑
d ∈D (21{e (d ) = 1} − 1)π ∗ (d ) |

8 Ask the question about el and observe the reply el (D∗)
9 Remove el from entity pool

10 l ← l + 1
11 Update the system’s belief Pl using Bayes’ rule:
12 Pl+1 (π ) ∝ π (d )Pl (π ) ∀π
13 end
14 end

a question, which is sampled i.i.d. from π ∗. At each interaction round l , the reviewer preference
π ∗l (d ) is calculated based on the system’s prior belief Pl over π ∗,

π ∗l (d ) = Eπ∼Pl [π (d )] ∀d ∈ D . (1)
Then, the algorithm uses GBS to find the entity, el , that best dichotomizes the probability mass

of the predicted document relevance, we ask whether the entity el is present in the missing target
documents that the user wants to find, observe the reply el (D∗), and remove el from the entity
pool.
In this work, we consider two settings, regarding the user answers to the system questions. In

the first setting, similar to Cormack and Grossman [2014], Cormack and Lynam [2005], Drucker
et al. [2001], and Roegiest et al. [2015], we use the assumption that the human is infallible and will
answer the questions correctly, i.e., he/she will respond with e (d ) = 1 if the document d contains
the entity, while e (d ) = 0 if the document d does not. The entity in the question is from the entity
pool, which is extracted from the corpus. The selection of entities is sequential, that is, we choose
an entity to ask a question on taking into consideration all the previous entities chosen and the
corresponding answers. This GBS strategy considers a generalized form of binary search based
on the reviewer’s preference on document relevance π ∗l (d ). It chooses the entity that is the most
discriminative at each step, which is the one that can split the expected accumulated reviewer’s
preference π ∗l (d ) closest to two halves. In particular, it selects the entity with a minimal question
selection score by the following objective function:

!!!!
∑

d ∈D
(21{e (d ) = 1} − 1)π ∗ (d )!!!!, (2)

where {e (d ) = 1} is either 0 or 1, and thus the term of (21{e (d ) = 1} − 1) is either −1 or 1. In our
running example, the first question the system asks is about “[study],” since its question selection
score is 0.09 and it is the smallest among all question scores calculated in the first iteration. The
reviewer preferences π ∗l (d )will be updated by each question and answer, and sowill the GBS-based
question selection.
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After that, the system’s belief Pl is updated using Bayes’ rule. The reviewer preference π ∗ is a
multinomial distribution over documentsD; hence, we model the prior, P0, by the conjugate prior
of the multinomial distribution, i.e., the Dirichlet distribution, with parameter α . In principle, the
prior belief P0 based on α can be set by using any retrieval algorithm. In this work, the prior belief
P0 is initialized as Dir (α ), with the initial α computed by using the probability of a document
being relevant provided by the CAL trained logistic regression; i.e., α (d ) = Pr (d = rel ),∀d ∈ D.
Further, we define the indicator vector Zl (d ) = 1{el (d ) = el (D∗)}, whereD∗ represents the target
documents, and el (D∗) is 1 if el is present in all the documents in D∗. Intuitively, Zl (d ) is 1 if the
entity el is both in the target documents and in d , or if it is neither in the target documents nor in
d . From Bayes’ rule, the posterior belief at the beginning of question l is

Pl = Dir "#
$
α +

l−1∑

j=0
Zj
%&
'
. (3)

From the properties of the Dirichlet distribution, then we have

π ∗l (d ) = Eπ∼Pl [π (d )] =
α (d ) +

∑l−1
j=0 Zj(d )

∑
d ′ ∈D (α (d ′) +

∑l−1
j=0 Zj(d ′))

, (4)

where α (d ) is the ith entry of α , which corresponds to document d . And thus the reviewer prefer-
ence π ∗l can be updated by counting and re-normalization. After the last question is being asked,
the system generates the relevance ranking list based on the reviewer preference π ∗Nq

over the
documents in the collection that have not been presented by TAR.

3.2 Accounting for Noisy Answers
In Algorithm 1, Zou et al. [2018] make the assumption, that reviewers, when presented with an en-
tity, know with 100% confidence whether the entity appears in the target documents. In this work,
to relax this assumption, we propose a noise-tolerant version of the algorithm (E3). That is, we
allow the user to make mistakes and provide the algorithm with wrong answers. In this work, we
assume that user mistakes are related (in different ways) with the entity the question is asked upon,
and wemodel this byh(e ), which model the probability that the user will give the wrong answer to
a question about entity e .We integrateh(e ) into the new objective function, at line 7 of Algorithm 1:

el = argmin
e

!!!!
∑

d ∈D
(21{e (d ) = 1} − 1)π ∗ (d )!!!! + 2β ∗ h(e ), (5)

where β trades h(e ) with the probability mass. The h(e ) is defined in the range from 0 to 0.5,
with the highest error rate of 0.5 means that the expert reviewer gives random answers. The first
term that is on the left side of the plus sign, the GBS strategy term, ranges from 0 to 1. To ensure
that both terms are in the same range, we multiply h(e ) by 2, which enhances clarity in case of
manual inspection, even though it is not necessary. The precise definition of h(e ) will be provided
in Section 4. After observing the noisy answer, we update the posterior system belief.

3.3 When to Stop Asking Questions
In Zou et al. [2018] it was observed that a number of questions are effective to identify the last few
relevant documents. However, different queries and different stopping points of the CAL algorithm
may require a different number of questions to be asked. In this section, we describe our question
stopping method. Different from defining the number of questions in advance, we propose an
SBSTAR extension algorithm SBSTARext , which explores an automatic method of determining
when to stop. In particular, SBSTARext trains a classifier based on a number of extracted features to
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ALGORITHM 2: SBSTARext
input: A document set, D, the set of annotated entities in the documents, E , a prior belief

over document relevance, P0, and the max number of questions to be asked, Maxq

1 Training a classifier using training set:
2 Classi f ier (Dtraininд )
3 foreach topic ∈ Dtest inд do
4 l ← 1
5 Stop ← False
6 while l ≤Maxq and Stop = False do
7 Compute the reviewer preference:
8 π ∗l (d ) = Eπ∼Pl [π (d )] ∀d ∈ D
9 Use GBS to find the optimal target entity:

10 el = argmine |
∑
d ∈Ul (21{e (d ) = 1} − 1)π ∗ (d ) |

11 Ask the question about el and observe the reply el (D∗)
12 Remove el from entity pool
13 Reduce the set of documents of candidate version space Ul :
14 Ul+1 = Ul ∩ i ∈ D : el (i ) = el (D∗)
15 l ← l + 1
16 Update the system’s belief Pl using Bayes’ rule:
17 Pl+1 (π ) ∝ π (d )Pl (π )∀π
18 Compute the features of Table 3
19 Predict the label of trained classifier Predclassif ier using the computed features:
20 Stop = Predclassif ier
21 end
22 end

dynamically decide whether to stop or continue to ask questions, at every interactive round. After
thinking which factors could affect the decision of when to stop asking questions, we define seven
dynamic features including the CAL “Stopping point,” the “# of yes/no questions” asked so far,
whether the last question received an answer that “Is_yes/no,” the “# of candidate(s)” documents
left, the “difference in # of candidates,” the “difference in (user) preference,” and the “difference of
top 1” ranked document.3 The features we defined are shown in Table 3. The intuition behind using
these features is the following: different stopping points for BMI may affect the number of missing
documents and thus affect the number of questions to locate the last few relevant documents. “#
of yes/no questions” and “Is_yes/no” also affect when to stop asking questions, since having asked
many questions already may indicate that it is time to stop, while receiving a “not sure” answer
as opposed to “yes” or “no” indicates that no further information was obtained in this last round.
As for “# of candidate(s)” documents left and “difference in # of candidates,” a smaller number
of documents left or smaller difference in the number of candidates before and after asking a
question indicates a reduction in the space of possible documents and hence hint higher chances
to stop asking questions. “difference in (user) preference” and the “difference of top 1” measure

3An external experiment is conducted. We first define as many factors as possible that may affect when to stop asking
questions, and then we filter out the factors that have very small or no influence for when to stop asking questions by
performance experiments; at the end seven features are left.
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Table 3. The Defined Features for Deciding When to Stop AskingQuestions

Feature Description
Stopping point The percentage of documents reviewed through CAL
# of yes/no questions The number of questions asked that got yes or no feedback from

reviewer
Is_yes/no Whether the last question asked got yes/no answer from reviewer

or not
# of candidates The number of documents in the current user space, split by GBS
difference in # of candidates The reduction of the number of documents in the current user

space compare with last user space
difference in preference The change of user preference π ∗ in term of last user preference

π ∗

difference of top 1 Whether the highest ranked document change or not

the change in user preference and in the top document, respectively, and thus provide a signal of
whether eliciting further user preferences may make a difference or not in the ranking and thus
whether it is time to stop asking questions. This is by no means an exclusive set of useful features
and more could be engineered; however, our experiments indicate that these features are effective
enough. In this work, we use the SVM, random forests, and feedforward neural network classifiers,
and we show the performance comparison results of them in Section 4.5.

The SBSTARext algorithm is presented in Algorithm 2. Let {(x1,y1), . . . , (xn ,yn )} be a training
data set, in which xi denotes a question instance (each question is represented by a seven-feature
vector) and yi ∈ {“True”, “False”} denotes a classification label. For each query (i.e., topic) in the
training space Dtraininд , which contains all of the training documents for this query, we sequen-
tially ask 100 questions (on the basis of the SBSTAR algorithm), and label each question as “True”
or “False.” “True” means stop asking while “False” means continue asking. To decide whether to
label a question as “True” or “False,” we look at the ranking of documents produced by the SBSTAR
algorithm after each question is being asked. There is a point (question) after which the position of
the target relevant documents does not change anymore. All questions up to that point are labeled
as “False,” while all the following up to 100 questions are marked as “True.” That means we have
100 question instances and assign 100 labels for each topic-stopping point pair.
We first train a when-to-stop classifier using the training set. During testing time, for each

document inDtest inд , we first compute the user preference using the beliefPl , and find the optimal
entity el that best splits the probability mass of the predicted document relevance. We ask whether
the entity el is present in the missing target documents that the user wants to find, observe the
reply el (D∗), and remove el from the entity pool. Then, we reduce the candidate document space,
Ul ⊆ D, and update the system’s belief Pl+1 using Bayes’ rule. After that, we compute the features
of Table 3 and predict the output of the when-to-stop classifier by using the pre-trained classifier
model. If the output of the trained classifier model using the dynamically computed features is
“False,” then the SBSTARext system continues by selecting the next question to ask and updates
the posterior. If the output of the trained classifier model is “True,” then we stop asking questions
and generate the final recommended relevant documents ranked list.

4 EXPERIMENTS AND ANALYSIS
In this work, we attempt to answer the following research questions:

RQ1 How does the stopping point of CAL, as well as the number of questions asked by SBSTAR
affect the performance of the algorithm?

ACM Transactions on Information Systems, Vol. 38, No. 3, Article 27. Publication date: May 2020.



Towards Question-based High-recall Information Retrieval 27:15

SBSTAR is affected by two parameters: (a) the stopping point of the CAL algorithm; if CAL stops
too early it may be harder to locate all the remaining documents; and (b) the number of questions
asked by SBSTAR. We will explore the effect on the model performance of varying stopping points
and the number of asked questions.
RQ2 How effective is SBSTAR in finding the remaining relevant documents compared to the

baselines?
We compare the SBSTAR model with three different baselines (see Section 4.1 in detail). This re-
search question is used to confirm the effectiveness of the SBSTAR model, and investigate the
extent to which the SBSTAR model outperforms state-of-the-art methods. Both RQ1 and RQ2
were investigated by Zou et al. [2018]. In this work, we extend all the experiments including both
abstract-level and document-level relevance. Finding relevant documents is a harder problem com-
pared to finding relevant abstracts, since the former are only a fraction of the latter.
RQ3 What is the influence of noisy answers over the SBSTAR performance?
We investigate the effect of reviewers’ noisy answers on the performance of our algorithm. We
consider three noise settings: one with a fixed error rate for all of the questions (entities), one for
which the error rate is a function of the term frequency of the entity, and one is defined on the
basis of target documents. This research question explores the robustness of our SBSTAR model
to noise.
RQ4 Is our proposed method for deciding when to stop effective?
Previous work needed to define the number of asked questions as an input parameter to the algo-
rithm. We investigate how dynamically deciding when to stop asking questions performs.

4.1 Experimental Setup
Dataset. The dataset used in the experiments is the collection released by the Technological-

assisted Reviews in Empirical Medicine Task of The CLEF 2017 e-Health Lab4 [Goeuriot et al.
2017; Kanoulas et al. 2017], which is also well adopted by other works [Cormack and Grossman
2017; Di Nunzio 2018; Lee and Sun 2018; Scells et al. 2018]. The collection contains 50 topics, and
266,967 abstracts of MEDLINE articles identified by PMID, and the relevance judgments for each
of these articles against the 50 topics, both at an abstract and at a document level. Each topic file
is in a text format and contains four sections: topic ID, topic title, the query, and a list of PMIDs of
documents. The query corresponds to the Boolean query used to obtain the PMIDs relevant to the
given topic, which need to be re-ranked. Each document file linked by PMID is in the XML format
and contains the titles, abstracts, and metadata for an article. First, we use the java SAX parser to
extract the title and abstract of XML files. After removing documents without abstract, we ended
up with 221,654 documents. The remaining preprocessing steps include tokenization, elimination
of stop-words, stemming and case unification. For each topic the relevant documents were also
provided. In systematic reviews there are typically two levels of relevance judgments. The first
is at abstract level: the expert submits a Boolean query and examines the titles and abstracts of
the returned set, judging whether these returned abstracts summarize potentially relevant articles.
That is, the expert provides a relevance label for each article ID returned by the query based on the
abstract. The second is at full text level, where the full document that corresponds to the previously
identified relevant abstracts is read and the relevant ones are identified. That is, the expert refines
the relevance label for those article IDs that were assigned a positive label before at abstract level.

4https://sites.google.com/site/clefehealth2017/task-2.
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Table 4. The Number of Missing Documents in Different Stopping Points on
Abstract Level (Top) and Document Level (Bottom)

Stopping point 0% 10% 15% 20% 25% 30% 35% 40%
# of missing docs 4,661 1,225 758 485 311 203 134 81
Stopping point 45% 50% 55% 60% 65% 70% 75% 80%
# of missing docs 52 35 24 12 4 3 3 3

Stopping point 0% 10% 15% 20% 25% 30%
# of missing docs 1,093 123 56 23 10 5
Stopping point 35% 40% 45% 50% 55% 60%
# of missing docs 5 3 3 2 2 0

Fig. 3. The five-number summary of entities for each topic.

For the first three research questions RQ1–RQ3, we test our model over all of the 50 topics. For
RQ4, same with the Technological-assisted Reviews in Empirical Medicine Task5 [Kanoulas et al.
2017] in CLEF 20176 and other works [Cormack and Grossman 2017; Di Nunzio 2018; Lee and Sun
2018; Scells et al. 2018], we use 20 topics as the training set and test our model on the remaining
30 topics. The number of missing documents in different stopping points on abstract level (top)
and document level (bottom) is shown in Table 4. The five-number summary of entities for each
topic is shown in Figure 3. From Figure 3, we can see different topics have a similar five-number
summary trend. The medians of the number of entities in different topics are between 50 and 80.
Evaluation measures. Same with Zou et al. [2018], we use two evaluation metrics that were

the official metrics in CLEF 2017 e-Health Evaluation Lab [Kanoulas et al. 2017]: Mean Average
Precision (MAP) and last_rel, which is the position of the last relevant document in the ranking,
which approximates the user effort made, in terms of documents that need to be reviewed, to find

5https://sites.google.com/site/clefehealth2017/task-2.
6http://clef2017.clef-initiative.eu/index.php.
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all relevant documents in the collection:

MAP =

∑Q
q=1AP (q)

Q
, (6)

where Q is the number of topics in the testing dataset; in our experiments, Q is 50. AP (q) is the
average precision of the topic q:

AP =

∑n
l=1 P (l ) ∗ rel (l )

# of relevant documents , (7)

where n is is the number of documents in the ranking list, l is the rank in the sequence of retrieved
documents, P (l ) is the precision until l , i.e., the number of relevant documents out of the top-
ranked documents, and rel (l ) is the ground truth capturing whether the document is relevant to
this topic.
Simulating reviewers. The experiments depend on the ability of the reviewers to answer the

questions asked to them by our model. In this work, we simulate users following past work in
interactive algorithms [Zhang et al. 2018b; Zou and Kanoulas 2019]. We also conduct a small user
study described in Section 4.6. We simulate users under two different settings: (1) we assume that
the user will respond to the questions knowing precisely whether an entity appears or not in the
missing relevant documents. Here the user model assumption is that the reviewer has an initial
target document set in mind, which is deterministic but unknown. If an entity is contained in all
missing relevant documents, then the reviewer will respond with a “yes” answer, if an entity is
absent with a “no” answer, and for anything in between, with a “not sure” answer. This setting
is the same with Zhang et al. [2018b], which assumes that the user fully knows the value of the
question on an aspect; (2) we allow the users give to the wrong answer to our system with a given
probability.
In this latter case, we consider three noisy answers settings, regarding the error rate for each

entity h(e ):

(a) In the first setting all entities have the same chance to invoke a wrong answer and hence
h(e ) is equal across entities; in this case, we experiment with different error rates that
range from 0.1 to 0.5 with a step of 0.1. An error rate h(e ) of 0.5 means that the user has
a 50% probability to give the wrong answer (i.e., randomly give the answer).

(b) In the second setting, we assume that users are more confident in their answers about
an entity e if e is frequently occurring in the documents related to a given topic (query),
and we define h(e ) as a function of average term frequency (TF) of an entity e across all
documents, which lies in the range of (0, 0.5]:

h(e ) =
1

2(1 +TFavд (e ))
, (8)

whereTFavд (e ) represents the average term frequency of an entity e across all documents
related to a given topic. In our experiments this subset of documents related to a topic is
provided to us by the way the collection has been constructed, but one could think of
other heuristics to define topic-related documents (such as running a ranking function,
e.g., BM25 and considering the top-1,000 documents).

(c) In the third setting the noisy answers are modeled by multi-target property. We assume
that the reviewer is more confident about the entity that tends to appear concurrently in
all of the missing relevant documents. In this case h(e ) is also in the range (0, 0.5] and is
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defined as
h(e ) =

min(N {e (D∗ )=1},N {e (D∗ )=0} )
N {e (D∗ )=1} + N {e (D∗ )=0}

, (9)

where N {e (D∗ )=1} represents the number of target documents containing entity e for a
given topic, while N {e (D∗ )=0} represents the number of target documents that do not con-
tain entity e for a given topic. In all three settings, and during simulations, once it is
decided that a wrong answer will be provided to the system, the simulator will randomly
choose a wrong answer out of two wrong answers available.

Note that the selection of these three noise settings is ad hoc; error can be defined as any other
function of any other characteristic of entities, reviewers or topics. One should conduct a large
user study to identify how and why users give erroneous answers to such system questions, but
we leave this as future work.
Baselines. Same with Zou et al. [2018], we compare our method to three baselines, (1) BMI [Cor-
mack and Grossman 2017], which is the state-of-the-art CAL algorithm applied without any stop-
ping criterion until the entire collection is reviewed, (2) BMI + LR, which applies BMI until a
number of documents are reviewed (stopping point) and then ranks the remaining of the collec-
tion on the basis of the trained logistic regression model, and (3) BMI + Random, which applies
BMI until a number of documents are reviewed (stopping point) and then randomly chooses enti-
ties to ask about.

4.2 RQ1 the Effect of the CAL Stopping Point and the Number of Questions
The SBSTAR algorithm is parameterized by (a) the point BMI stops providing documents to re-
viewers for relevance feedback and (b) the number of questions on entities asked consequently
to the reviewer. To better understand their impacts on the performance of the model, we report
the MAP and total effort required to reach 100% recall on abstract level and document level. We
report the total effort on abstract level as the same with Zou et al. [2018], but we also report an
additional total effort result on document level and two additional MAP results on abstract level
and document level in this work. Figure 4 shows the heatmap of the MAP (left) and the total effort
(right) required to reach 100% recall on abstract level (top) and the added document level (bot-
tom). The x-axis is the number of asked questions ranging from 10 to 100, and the y-axis is the
stopping point as a percentage of the collection shown to the reviewer by BMI. We measure the
effort on basis of two indicators: (a) the total number of documents required to be reviewed to
reach 100% recall (i.e., the last_rel measure); this consists of both the documents ranked by BMI
before the stopping point and the documents ranked by SBSTAR after the stopping point; and (b)
the number of questions asked by SBSTAR. The effort is calculated as the sum of the two numbers,
by making the simplifying assumption that answering a question takes the same effort as judging
the relevance of a document. From this figure, we can see the visualization of the evolution of the
MAP and effort over the number of asked questions, and we can also see the trends of MAP and
effort across different stop rates.
We observe that the MAP is always increasing or stay stable with the increasing number of

questions although at different stop rates, for both abstract level and document level. It is obvious
that we get more accurate results when we asked the reviewer more questions. And the overall
trends of MAP over different stop rates are increasing and then drop down in the early stage (less
than 80 questions for abstract level and less than 60 questions for document level, respectively). It
means that the stop rate should be set as a suitable value, should not too high or too low. The MAP
always keeps decreasing trend in the late stage (greater than or equal to 80 questions for abstract
level and greater than or equal to 60 questions for document level, respectively). This might be
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Fig. 4. Heatmap of the MAP and the total effort required to achieve total recall on abstract level (top) and
document level (bottom). The total effort is naively defined as the sum of the rank of the last relevant doc-
ument and the number of asked questions. For MAP, the more red the heat map, the better the model
performance. For effort, the more blue the heat map, the better the performance. The optimal number of
questions for the corresponding stopping point is designated with the white boundary box and the tables
below.

because that SBSTAR can always get a good relevance ranking list when the number of asked
questions is high and the ranking list before the stop rate (i.e., is equal to the ranking list of BMI)
lowers the mean of average precision. The highest MAP is achieved when the stop rate is 10% and
the number of questions is 100. We also observe that the overall trend of effort is growing with
the number of questions asked when the stopping point is greater than 55%, while the effort is
decreasing when the stopping point is less than 55% for abstract level. As for document level, the
overall trend of effort increases with the number of questions asked when the stopping point is
greater than 10%, while the effort decreases when the stopping point is equal to 10%. This might be
because the missing relevant documents are very fewwhen the stopping point is in a high value, in
which case askingmany questions only leads to higher effort. Furthermore, SBSTAR(Nq = opt.) can
reduce the effort effectively when the stopping point is less than or equal to 50% for abstract level,
while the stopping point is equal to 10% for document level, respectively. The effort fluctuates over
different stopping points and the effort is relatively lower when the stopping point is between 15%
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Fig. 5. Comparison of performance measured by MAP and total effort with different stopping points (the
percentage of documents to be reviewed through BMI) on abstract level (top) and document level (bottom).
Nq = opt. stands forNq = optimal. The near-optimal number of questions were asked by SBSTAR (Nq = opt .)
and BMI+Random for each stopping point is indicated in Figure 4 of RQ1. SBSTAR performs better than
baselines.

and 20%, and between 45% and 55% for abstract level, while when the stopping point is between
10% and 15% for document level, respectively. The lowest effort is achieved when the stopping
point is 15% and the number of asked questions is 100 for abstract level while the stopping point
is between 10% and the number of asked questions is 60 for document level, respectively.

4.3 RQ2 the Performance of the SBSTAR Method
We compare the performance of SBSTAR with the state-of-the-art baselines in this section to ex-
plore the effectiveness of the SBSTAR model. In this research question, different from RQ1, MAP
and total effort are computed only on the basis of the documents ranked after the stopping point,
since we want to isolate the model effectiveness. The three compared baselines are shown in Sec-
tion 4.1. Figure 5 shows the comparison results measured by MAP and effort on abstract level
and additional document level. The values with the best performance are shown in boldface. As
indicated in Figure 5, the SBSTAR algorithm achieves the highest results when compared to the
three baselines. The SBSTAR algorithm outperforms BMI, BMI + LR, and BMI + Random on both
MAP and effort. When considering the abstract level relevance labels, the results show the SB-
STAR model can improve BMI by 0.439 to 0.999 points on MAP, it can improve BMI + LR by 0.442
to 0.999, and improve BMI + Random by 0.357 to 0.999. Note again that MAP is measured against
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the missing documents, that we consider the ranking to start after the BMI stopping point. The
results show the SBSTAR model can relatively reduce the effort by 18.3% to 98.5%, 42.1% to 98.8%,
and 38% to 98.7% compared with BMI, BMI + LR, and BMI + Random, respectively. When consid-
ering the document level labels, the results show the SBSTAR model can improve BMI by 0.676 to
0.978 MAP points, it can improve BMI + LR by 0.638 to 0.982, and it can improve BMI + Random
by 0.531 to 0.979. Again MAP is measured against the missing documents, that we consider the
ranking to start after the BMI stopping point. The results show the SBSTAR model can relatively
reduce the effort by 38.9% to 92.9%, 60.7% to 94.1%, and 62.1% to 94.1% compared with BMI, BMI
+ LR, and BMI + Random, respectively. The SBSTAR algorithm exceeds BMI + Random baseline,
which indicates, as expected that our question selection strategy is better than choosing questions
randomly. The SBSTAR algorithm also greatly improves over the BMI and BMI + LR baselines, and
even the performance of BMI + Random is superior to the BMI and BMI + LR. This clearly sug-
gests that a theoretically optimal sequence of entity-centered questions can be rather effective. It is
expected that BMI will outperform BMI + LR because of repeatedly training the LR classifier [Cor-
mack and Grossman 2017]. There exist some results that BMI + LR outperforms BMI, especially
when the stopping point is less than and equal to 50%. This might be because that repeatedly en-
riching the training data and training LR classifier does not push all of the ranking positions of the
missing relevant documents up, but instead by pushing part of the missing relevant documents up
and part of them down, since there are multiple missing relevant documents. When the stopping
point is larger than 50%, BMI outperforms BMI + LR obviously, since there are very few miss-
ing relevant documents. Additionally, we add the results for SBSTAR when the number of asked
questions is equal to 30, i.e., SBSTAR(Nq=30), to show the performance of our SBSTAR model
when asking a fixed smaller number of questions instead of the optimal number of questions. The
results show that SBSTAR can still perform better than the state-of-the-art baseline BMI when
asking 30 questions. Table 9 provides a few examples of a sequence of questions session.

4.4 RQ3 the Effect of Noisy Answers
Given that the user may not always know the right answer to a system’s question, we also explore
the noise-tolerance of the SBSTAR algorithm toward answeringRQ3. We develop a noise-tolerant
version of the SBSTAR algorithm as shown in Section 3.2 and investigate what the influence of
noisy answers is. We simulate the noisy answer of the user under three settings. In the first setting,
we fix the probability of error and consider it as a parameter that ranges from 10% to 50% with
a step 10%. The results when h(e ) is a fixed number are shown in Figure 6. It is obvious and
expected that overall MAP decreases with the increase of the probability of error while the effort
(in terms of the number of documents that need to be reviewed for the reviewer to reach the last
relevant document) increases with the increase of the probability of error. When the probability
of error is equal to 50%, which means the user answer the question with “yes,” “no,” or “not sure”
at random, we observe very low performance. However, when the probability of error is equal to
10%, the values of the two metrics still achieve relatively good performance. Further, note that, in
comparison to the state-of-the-art baseline, the BMI model, for a 10% wrong answer rate, the MAP
of our method is still higher.
In the second setting, we define h(e ) as a function of the average term frequency of the entity

e as shown in Equation (8). In this case, we perform the experiment changing β in the range of 0
to 1 with a step of 0.1. The results of MAP when h(e ) is modeled by term frequency are shown in
Table 5 and the results of effort are shown in Table 6. Optimal results in different stopping points
are shown in bold. As we can see from the table, the performance as measured by the two metrics
when using the optimal β is higher than or equal to that when β = 0, which suggests that the
objective function of our noise-tolerant version of SBSTAR algorithm is effective.
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Fig. 6. The results of noisy answers for MAP and the total effort required to achieve total recall on abstract
level (top) and document level (bottom) when h(e ) is a fixed, ranging from10% to 50% with a step 10%. The
near-optimal number of questions were asked for each stopping point is indicated in Figure 4 of RQ1. Our
model still achieves relatively good performance for a 10% wrong answer rate.

In the third setting h(e ) is defined on the basis of the target documents as shown in Equation (9).
The results of this experiment are shown in Figure 7. From Figure 7, despite with noise, our method
still achieves comparable effort and greatly outperforms the baselines in terms of MAP.

4.5 RQ4 the Effectiveness of Stopping to AskQuestion
To answer RQ4, we explore the effectiveness of our stopping algorithm SBSTARext. We first
perform the experiment using SVM classifier with different max number of questions Maxq to
be asked, from 100 to 500 with a step of 100. The results of the stopping algorithm on abstract
level (top) and document level (bottom) are shown in Figure 8. As we can see from Figure 8,
different Maxq generates different results. Obviously, the MAP is increasing with an increase of
Maxq for abstract level; this might be because the increase of Maxq will increase the number of
questions asked in some topics. As for document level, the MAP is increasing and finally stays
stable with the increase of Maxq . This might be because the increase of Maxq will increase the
number of questions asked in some topics in the beginning, and finally stops increasing, since the
Maxq is too high so that the number of questions in all of topics is less than the Maxq . The total
effort required to achieve 100% recall fluctuates with different Maxq when the stopping point
is low and then stays stable when the stopping point is set as a high value. When Maxq = 300
for abstract level, most of MAP and effort outperform original SBSTAR. The average MAP in
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Table 5. The Results of Noisy Answers for MAP on Abstract Level (Top) and Document
Level (Bottom) When h(e ) Is Modeled by Term Frequency

Stopping
point

No
noise β=0 β=0.1 β=0.2 β=0.3 β=0.4 β=0.5 β=0.6 β=0.7 β=0.8 β=0.9 β=1

10% 0.606 0.147 0.147 0.175 0.143 0.160 0.124 0.108 0.149 0.105 0.189 0.168
15% 0.687 0.179 0.201 0.246 0.235 0.194 0.219 0.254 0.224 0.162 0.213 0.217
20% 0.740 0.251 0.257 0.300 0.247 0.222 0.292 0.301 0.241 0.261 0.243 0.355
25% 0.779 0.342 0.321 0.325 0.316 0.403 0.308 0.391 0.265 0.326 0.329 0.313
30% 0.769 0.289 0.295 0.349 0.272 0.262 0.327 0.328 0.340 0.250 0.345 0.358
35% 0.776 0.321 0.300 0.360 0.299 0.317 0.362 0.401 0.328 0.326 0.293 0.367
40% 0.680 0.219 0.289 0.359 0.281 0.301 0.381 0.298 0.347 0.305 0.282 0.338
45% 0.683 0.446 0.320 0.384 0.362 0.308 0.464 0.538 0.437 0.366 0.434 0.507
50% 0.806 0.331 0.379 0.418 0.438 0.465 0.376 0.566 0.428 0.478 0.506 0.522
55% 0.831 0.415 0.503 0.500 0.418 0.317 0.436 0.530 0.436 0.299 0.407 0.532
60% 0.897 0.180 0.335 0.266 0.580 0.639 0.323 0.106 0.375 0.290 0.291 0.243
65% 1.000 0.252 0.026 0.068 0.393 0.614 0.342 0.611 0.018 0.117 0.193 0.042
70% 1.000 0.019 0.098 0.513 0.418 0.667 0.013 0.181 0.061 0.338 0.142 0.339
75% 1.000 0.041 0.337 0.034 0.212 0.215 0.375 0.340 0.371 0.201 0.338 0.169
80% 1.000 0.051 0.195 0.159 0.243 0.118 0.278 0.095 0.335 0.362 0.459 0.155

Stopping
point

No
noise β=0 β=0.1 β=0.2 β=0.3 β=0.4 β=0.5 β=0.6 β=0.7 β=0.8 β=0.9 β=1

10% 0.797 0.150 0.274 0.280 0.262 0.275 0.262 0.266 0.237 0.335 0.313 0.332
15% 0.878 0.338 0.376 0.311 0.360 0.420 0.336 0.425 0.422 0.385 0.416 0.344
20% 0.861 0.419 0.425 0.560 0.373 0.379 0.426 0.503 0.399 0.452 0.512 0.367
25% 0.731 0.236 0.223 0.220 0.475 0.124 0.375 0.267 0.256 0.336 0.186 0.223
30% 0.896 0.374 0.637 0.119 0.275 0.436 0.361 0.181 0.540 0.264 0.317 0.355
35% 1.000 0.515 0.160 0.406 0.688 0.513 0.458 0.271 0.183 0.198 0.386 0.360
40% 1.000 0.273 0.066 0.169 0.341 0.569 0.261 0.140 0.569 0.667 0.071 0.187
45% 1.000 0.080 0.500 0.113 0.268 0.533 0.029 0.528 0.438 0.369 0.293 0.613
50% 1.000 1.000 0.505 0.556 1.000 0.507 0.417 0.545 0.750 0.625 0.417 0.545
55% 1.000 1.000 0.031 0.512 0.750 0.750 0.313 1.000 0.750 0.200 0.750 0.258

β is ranging from 0 to 1 with a step 0.1. Optimal results in different stopping points are shown in bold. The near-optimal
number of questions for each stopping point is indicated in Figure 4 of RQ1. Results with optimal β are better than or
equal to that when β = 0, which suggests that the objective function of our noise-tolerant version of SBSTAR algorithm is
effective.

different stopping points is improved by 3.5% and the average effort is improved by 36.4%. Note
that, the original SBSTAR uses the optimal number of asked questions by grid search in RQ1. As
for document level, we can see that our method for deciding when to stop asking questions auto-
matically still achieves a very high MAP while greatly reduces the effort. When Maxq = 300, the
average MAP in different stopping points is reduced by 20.6% but the average effort is improved
by 36.1%.
We also compare the performance of different classification models, including SVM, random

forests (RF), and feedforward neural network (NN). Here, we use the optimal Maxq of previous
experiment, 300, in Figure 8. The MAP and total effort on abstract level (top) and document level
(bottom) are shown in Table 7. The average number of asked questions is also shown in parentheses

ACM Transactions on Information Systems, Vol. 38, No. 3, Article 27. Publication date: May 2020.



27:24 J. Zou and E. Kanoulas

Table 6. The Results of Noisy Answers for the Total Effort Required to Reach 100% Recall on Abstract Level
(Top) and Document Level (Bottom) When h(e ) Is Modeled by Term Frequency

Stopping
point

No
noise β=0 β=0.1 β=0.2 β=0.3 β=0.4 β=0.5 β=0.6 β=0.7 β=0.8 β=0.9 β=1

10% 811 1854 1665 1724 1856 1840 1874 2048 1761 1983 1813 1729
15% 617 1585 1423 1484 1349 1234 1454 1299 1384 1483 1290 1552
20% 492 1374 1040 1155 1090 1119 1124 1194 1122 1080 1248 1124
25% 412 1006 998 1028 946 990 1008 1001 1047 1116 1042 1134
30% 354 1053 974 1128 986 937 1173 1114 1267 1087 1058 1074
35% 280 844 908 974 959 981 971 1056 985 889 916 975
40% 256 1203 1233 1263 1134 1023 1102 1207 1014 977 1122 1067
45% 181 1172 1039 966 814 863 966 1136 1132 1026 1155 846
50% 154 942 530 704 837 436 745 581 651 602 503 869
55% 59 576 427 303 452 354 239 378 300 292 439 157
60% 35 365 278 496 162 297 529 183 275 366 607 316
65% 21 690 276 105 45 58 76 23 120 410 89 94
70% 21 212 54 30 134 159 118 302 58 508 31 402
75% 21 51 140 204 57 159 45 85 51 51 522 240
80% 21 121 69 34 34 34 212 32 239 144 29 32

Stopping
point

No
noise β=0 β=0.1 β=0.2 β=0.3 β=0.4 β=0.5 β=0.6 β=0.7 β=0.8 β=0.9 β=1

10% 130 1078 1056 1013 969 943 1175 1069 986 889 963 997
15% 67 325 301 267 284 709 430 478 267 402 654 532
20% 37 143 170 118 397 168 290 128 286 178 205 252
25% 12 113 42 321 18 90 31 35 42 62 69 31
30% 12 35 24 34 41 19 50 36 38 32 35 21
35% 11 41 22 16 15 83 21 17 20 22 18 24
40% 12 29 44 128 26 17 53 38 18 13 36 38
45% 12 103 13 23 17 19 150 27 23 18 255 15
50% 11 11 66 15 11 49 13 16 12 13 13 16
55% 11 11 49 31 12 12 15 11 12 15 12 43

β is ranging from 0 to 1 with a step 0.1. Optimal results in different stopping points are shown in bold. The near-optimal
number of questions for each stopping point is indicated in Figure 4 of RQ1. Results with optimal β are better than or
equal to that when β = 0, which suggests that the objective function of our noise-tolerant version of SBSTAR algorithm is
effective.

following the total effort. For the comparison, the WEKA API and its default model parameters7
are used.8 As we observe in Table 7, mostly the SVM and the random forest achieve higher MAP
and lower effort than neural network. That is, the SVM and the random forest classifiers perform
better. When the stopping point is set to the high value (here: the stopping point is greater than or
equal to 65% on abstract level and greater than or equal to 40% on document level), there are some
peaks and the performance fluctuates strongly on MAP. This might be because all of the relevant
documents are successfully found for most of topics and there are very few relevant documents

7https://www.cs.waikato.ac.nz/ml/weka/index.html.
8We use WEKA API and default model parameters in WEKA to perform the classifier models, i.e., for SVM, C = 1.0, and
kernel = RBF; for random forests, the max number of trees = 100; for neural network, learning rate = 0.3, momentum =
0.2, and number of hidden neurons = 4.
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Fig. 7. The results of noisy answers for MAP and the total effort required to reach total recall on abstract
level (top) and document level (bottom)whenh(e ) is defined by usingmulti-target property. The near-optimal
number of questions for each stopping point is indicated in Figure 4 of RQ1.

remaining (here: less than five relevant documents in total). We further conduct an analysis to
understand the relative importance of different features in predicting when to stop. Similar to
Genuer et al. [2010], we use the trained random forests to inspect the relative feature importance.
The results of feature importance computed by random forests on abstract level (top) and document
level (bottom) are shown in Table 8. From Table 8, we can see the relative feature importance on
abstract level and document level, respectively. It is observed that the most important features are
“# of candidates” and “# of yes/no questions” and the least important features are “Is_yes/no” and
“different of top 1.”

4.6 Online User Study
In addition to the simulated users, we also develop an online system and involve an information
specialist,9 whose job is to conduct searches in TAR with the assistance of medical experts, to
conduct a small online user study to confirm some of the assumptions made in this work and
evaluate how well our recommender system works “in situ.” The ideal users would be medical
experts, who are conducting a TAR to write a review paper within their well-understood topic
and have already found most of the relevant documents using a BMI-based platform, and now

9The information specialist is an internationally renowned expert in the domain of evidence synthesis with more than
10 years work expertise, a member of the Council of the international Cochrane Collaboration, and a member of the
International Collaboration of the automation of systematic reviews (ICASR).
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Fig. 8. The results of when to stop on abstract level (top) and document level (bottom) with different max
number of asked questions. The near-optimal number of questions for each stopping point for SBSTAR are
set as optimal number of questions, which is indicated in Figure 4 of RQ1.

they converse with our system embedded in the platform to find their last few missing relevant
documents. However, finding such an expert user base who are currently conducting a TAR is
not feasible. Thus, in our study, we asked the information specialist to choose all the studies he
feels comfortable with out of the 50 topics in our collection. Then, we assume that the BMI has
already run, and we provide the specialist with all the found relevant documents. The specialist is
guided to review these relevant documents very carefully to familiarize himself with the topic. The
missing relevant documents here are unknown to the specialist. After the specialist indicates that
he is familiar with the topic, the conversation with the system can start. A question is selected by
our algorithm to be asked to the specialist. The specialist is required to provide an answer for each
question according to his expert knowledge and the topic information he read during the previous
step, and then our system updates its relevance belief based on the provided answer. The specialist
can stop answering questions any time during his interaction with the system. When stopping the
interaction with the system, he is asked a number of exit questions about his experiences with the
system. Note that this is by no means an in situ optimal user study.
During our user study the information specialist decided to work on seven topics, i.e., seven

systematic reviews. We collected 193 rounds of questions made from our system toward the infor-
mation specialist on these seven topics. First, we want to understand howmany questions the user
is willing to answer, and how well does the user answers them. From the collected data, we ob-
serve that the specialist answered an average number of 28 questions per topic using our system.
ACM Transactions on Information Systems, Vol. 38, No. 3, Article 27. Publication date: May 2020.
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Table 7. The Results of When to Stop on Abstract Level (Top) and Document
Level (Bottom) with Different Classifiers

MAP Effort
Stopping point SVM random neural SVM random neural

forests network forests network
10% 0.765 0.651 0.491 351 (159) 526 (122) 724 (60)
15% 0.839 0.697 0.617 269 (125) 481 (97) 601 (52)
20% 0.814 0.758 0.550 174 (95) 489 (81) 513 (39)
25% 0.871 0.812 0.696 96 (69) 347 (39) 371 (24)
30% 0.900 0.746 0.643 74 (66) 221 (48) 214 (29)
35% 0.895 0.823 0.695 63 (58) 94 (34) 46 (27)
40% 0.900 0.807 0.679 82 (77) 77 (71) 54 (34)
45% 0.805 0.832 0.756 181 (45) 46 (39) 46 (29)
50% 0.938 0.857 0.753 46 (44) 26 (21) 27 (16)
55% 0.917 0.988 0.858 17 (16) 17 (16) 16 (11)
60% 0.917 0.917 0.550 14 (12) 14 (12) 15 (9)
65% 1.000 1.000 0.100 13 (12) 13 (12) 17 (7)
70% 1.000 1.000 0.250 13 (12) 13 (12) 13 (9)
75% 1.000 1.000 1.000 12 (11) 11 (10) 11 (10)
80% 1.000 0.500 0.200 12 (11) 11 (9) 12 (7)

MAP Effort
Stopping point SVM random neural SVM random neural

forests network forests network
10% 0.825 0.771 0.768 68 (62) 83 (63) 85 (77)
15% 0.761 0.608 0.851 34 (30) 36 (31) 31 (28)
20% 0.742 0.750 0.693 16 (13) 16 (13) 16 (13)
25% 0.821 0.929 0.895 10 (8) 10 (9) 12 (10)
30% 0.833 0.833 0.770 9 (7) 9 (7) 12 (9)
35% 1.000 0.833 1.000 8 (7) 9 (7) 11 (10)
40% 0.583 0.583 1.000 12 (9) 12 (9) 13 (11)
45% 0.833 0.833 0.225 10 (7) 11 (8) 13 (5)
50% 0.500 0.500 0.500 8 (6) 7 (5) 8 (6)
55% 0.500 0.500 0.100 7 (5) 6 (4) 12 (2)

The average number of asked questions is shown in parentheses following each total effort.

Further, in the exit questionnaire, the specialist declares that he is willing to answer 30 questions.
In the exit questionnaire, he thinks the conversational system is helpful and he is willing to use
it in the future. Last, the specialist provided the correct answers to the system’s question 76% of
the time, he was not sure about the answer 4% of the time, and he gave the wrong answer (i.e., his
answer disagreed with the description of the missing relevant documents) 20% of the time. As we
can see from Figure 6, most of the results of our model are higher than the state-of-the-art baseline
BMI when there are 20% of noisy answers.
In this article, we calculate the total effort as the sum of the rank of the last relevant document

and the number of asked questions. Therefore, we made the assumption that answering a direct
question about entities requests at most as much effort as providing the relevance of a document.
We attempt to validate this assumption through the user study. We recorded the time the specialist
spent on reviewing each relevant document (title and abstract) before answering questions and
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Table 8. Relative Feature Importance on
Abstract Level (Top) and Document Level

(Bottom) by Random Forests

Feature Importance score
# of candidates 0.543490
# of yes/no questions 0.195774
Stopping point 0.112272
different of candidates 0.074370
different of preference 0.035941
Is_yes/no 0.027093
different of top 1 0.011060
Feature Importance score
# of candidates 0.487968
# of yes/no questions 0.246702
Stopping point 0.126864
different of candidates 0.075180
different of preference 0.036955
different of top 1 0.013730
Is_yes/no 0.012601

the time the specialist spent on answering each question. From the collected data, we observe
that the specialist took an average time of 55.8 seconds to screen each relevant document while
spending only 7.8 seconds to answer a question, on average. Additionally, in the exit questionnaire,
the specialist indicates that the system’s questions were easy to answer. This observation is in
agreement with the conclusions made in previous works, which conclude that when judging the
relevance of documents it is more effective and efficient to judge a provided document summary
[Sanderson 1998] or even better to judge relevant sentences [Zhang et al. 2018c].

5 LIMITATIONS AND DISCUSSION
In this work, we pivot around the presence or absence of entities in the target documents to gen-
erate questions to ask to the user. Recognizing entities in biomedical texts is a research direction
of its own, with significant recent work on neural methods, which further progresses the state-of-
the-art [Hakala and Pyysalo 2019; Wang et al. 2019]. In this work, we use TAGME, which is widely
used in prior research, in semantic mapping [Hasibi et al. 2015; Xiong and Callan 2015; Xiong et al.
2017], and in biomedical information labeling [Ernst et al. 2017; Park et al. 2013; Zou et al. 2018].
However, this automatic entity annotation may provide some irrelevant annotations or may miss
some entities in the data. Our method could certainly benefit from better entity recognition and
salience detection methods, constructing more reliable and salient question pools. Similarly, there
may be a richer set of possible questions to be asked, questions that may or may not be answered
with a “yes” or a “no.” For instance, questions could be constructed by using labeled topics [Zou
et al. 2015, 2017], keywords extraction [Campos et al. 2018], or other information extraction tech-
niques [Maslennikov and Chua 2010; Riloff and Lehnert 1994]. Richer type of questions could also
be constructed by identifying properties of the documents (entities in a knowledge base triplet
representation) and their relation to the document. For example, the following entities could be
identified in the document description: “author,” “year,” “publisher,” “subject category,” patient
population, intervention, comparison, and outcome [Wallace et al. 2016]. Questions then could be
constructed from the derived triplets [Reddy et al. 2017].
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Table 9. Two Examples of a Sequence of Questions Asked by Our Model

Topic: Optical coherence tomography (OCT) for detection of macular
oedema in patients with diabetic retinopathy
Target documents: (missing relevant documents):
ID: 15051203, Title: Comparison of the clinical diagnosis of diabetic macular
edema with diagnosis by optical coherence tomography.
ID: 9479300, Title: Topography of diabetic macular edema with optical
coherence tomography.
Question Answer Rank of Last Relevant
Are the documents about ... 188
diabetic macular edema (DME) Yes 69
treatment No 48
retina Not Sure 48
optical coherence tomography
(OCT)

Yes 27

measurements Yes 17
evaluation No 2
Topic: Human papillomavirus testing versus repeat cytology for triage of
minor cytological cervical lesions
Target documents (missing relevant documents):
ID: 19116707, Title: Prevalence of human papillomavirus types 6, 11, 16 and
18 in young Austrian women - baseline data of a phase III vaccine trial.
ID: 19331088, Title: Cervical cytology screening and management of
abnormal cytology in adolescents.
Question Answer Rank of Last Relevant
Are the documents about ... 988
Human Papillomavirus (HPV) Yes 430
women Not Sure 430
cervical cancer Yes 224
infection Yes 129
cancer Yes 44
development No 19
treatment Not Sure 19
disease Yes 6
clinic No 5
cervical Yes 2

Further, our work simulates user answers, noisy or not. Under the no-noise setting, we assume
that when presented with an entity reviewers know whether the entity is present in all missing
documents with 100% confidence. Under the noisy setting, we propose some noisemodel to explore
the performance of our algorithm and relax the aforementioned 100% confidence assumption. We
defined three different noise settings in this article. However, these three settings are ad hoc and
the noise can be also defined as any function of any characteristic of entities, reviewers, or topics. A
large user study could be particularly helpful in understanding how and why users give erroneous
answers to such system questions. Our simulation setup is just a first step toward considering
noisy answers, something that is utterly missing from past work on the topic. Our small user
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study indicates that there is validity in the assumptions we have made, but yet again there is a
need for an in situ larger study to confirm that.
It is also likely that an entity may be semantically related to the desired document, while not

lexically present. In this work, we do not explore any semantic correlation modeling, but we leave
it as future work.
Our when-to-stop algorithm is based on the extracted dynamic features. In this work, we ex-

tract seven related features to decide when to stop asking effectively. However, systematic feature
engineering investigation may discover more strong features related to automatically stop asking
and feature selection algorithm may yield improvements, which we leave as future work.
We apply GBS over entities to construct our objective function to find the best question to ask.

Any other strategy learning techniques could also be used. We leave identifying more systematic
objective functions as future work.
In this article, we focus on the task of Technology-assisted Reviews often performed in empirical

medicine of legal e-discovery by expert reviewers. It is also possible to deploy our framework to
other high-recall applications for naive users, but for that to be more effective, we might need to
change our TAR-specific prior belief initialization model BMI to the corresponding task-specific
prior belief initializationmodels, andmost likely accounting for other characteristics of the entities
in comparison with the background level of the user.
Last, in this work, we interact with the expert reviewers by asking questions to locate the last

few relevant documents. Another possible way of locating these relevant documents is to keep
reformulating the query. Query reformulation has shown its effectiveness to locate the targets for
initial query mismatching and limited coverage [Dang and Croft 2010]. However, users need to
find the association between queries and incorporate the new information gained from the previ-
ous search by themselves to reformulate the next query. Furthermore, query reformulation may
generate some duplicate results and reviewing them will cost extra efforts. Our work automati-
cally selects questions to ask and incorporates the answers to refine the search results, which can
be a complement of keeping query reformulation. One can also combine our method with query
expansion or reformulation techniques to a guided query expansion or reformulation.

6 CONCLUSION
In this work, we aim at achieving high recall in TAR. We describe our previously introduced inter-
active method, SBSTAR, which directly queries reviewers whether an entity is present or absent in
missing relevant documents [Zou et al. 2018]. The framework applies a CAL algorithm on the rele-
vance feedback from reviewers until a stopping point, which is a certain percentage of documents
that have been reviewed, and then switches to locate the last few missing relevant documents. In
this work, we present three rudimentary models to model reviewers’ noisy answers, as well as the
noise-tolerance algorithm in this work. We further conduct an analysis under different noisy an-
swer simulation settings. We also propose the extension of SBSTAR, SBSTARext, which performs a
novel when-to-stop method by training a classifier to determine when to stop asking questions au-
tomatically, to avoid pre-setting the parameter of the number of questions when question asking.
Additionally, we explore the performance of SBSTAR and SBSTARext at different levels, includ-
ing the abstract level and document level. Experiments on the CLEF 2017 e-Health Lab dataset
demonstrate SBSTAR can efficiently locate the missing relevant documents while asking for min-
imal reviewers’ effort. When accounting for noisy answers, the noise-tolerance algorithm is also
effective in the case that reviewers are not able to provide 100% correct answer. The experiment on
the performance of SBSTARext demonstrates that our stopping to ask question model is effective.
Last, we conduct a small user study that validates the availability of our assumptions about users’
willingness and ability to answer a number of questions, as well as their efforts.
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We introduce a question-based approach for the TAR task and validate the effectiveness of the
question-based approach. However, this is just the first step toward an intelligent question-based
system for assisting TAR and there are still rooms for improvement. A potential research direction
is to incorporate the latest conversational/dialogue system techniques and question answering
techniques to improve TAR, and to aid it toward a perfect intelligent system. Furthermore, we
ask questions about informative terms to locate the last few relevant documents after deploying
the CAL algorithm, which queries on documents. Instead of asking questions after deploying the
CAL algorithm, one can also explore the switchmechanism for asking questions about informative
terms and querying on documents in each iteration.
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