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ABSTRACT
Clarifying an underlying user information need is an important
aspect of a modern-day IR system. The importance of clarification is
even higher in limited-bandwidth scenarios, such as conversational
or mobile search, where a user is unable to easily browse through
a long list of retrieved results. Thus, asking clarifying questions
about user’s potentially ambiguous queries arises as one of the
main tasks of conversational search. Recent approaches have, while
making significant progress in the field, remained limited to select-
ing a clarifying question from a predefined set or prompting the
user with vague or template-based questions. However, with the
recent advances in text generation through large-scale language
models, an ideal system should generate the next clarifying ques-
tion. The challenge of generating an appropriate clarifying question
is twofold: (1) to produce the question in coherent natural language;
(2) to ask a question that is relevant to the user query. In this pa-
per, we propose a model that generates clarifying questions with
respect to the user query and query facets. We fine-tune the GPT-2
language model to generate questions related to the query and one
of the extracted query facets. Compared to competitive baselines,
results show that our proposed method is both natural and useful,
as judged by human annotators. Moreover, we discuss the potential
theoretical framework this approach would fit in. We release the
code for future work and reproducibility purposes.
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1 INTRODUCTION
A Conversational Search (CS) aims to satisfy a user information
need through a written or spoken conversation with the user in
natural language. With the recent rise in popularity of conversa-
tional assistants, such as Alexa, Cortana, Google Home or Siri, CS
attracted significant attention from the research community. Early
work on the topic identified several components of CS and pointed
to multiple potential research directions [4, 33]. One of the key
aspects of conversational search is a mixed-initiative paradigm,
where user and system may take initiative at different points in
time. Users take the initiative through the description of their infor-
mation need and can at any point during the conversation ask for
additional information. However, in the advocated mixed-initiative
paradigm, the system, while providing necessary information, can
take the initiative to clarify the user’s intent by asking appropriate
clarifying questions.

Asking clarifying questions has been shown to be beneficial
both to the user and to the IR system. The system benefits from
clarifications as it acquires additional information from the user,
resulting in significant improvements in retrieval performance [3].
Additionally, user satisfaction has been reported to increase when
prompted with clarifications in a voice-based system [21] or search
engine [49]. Although significant progress in the area of clarifying
user intent has been made, current approaches remain limited to
either question selection from a predefined pool of questions [2, 3],
template-based question generation [49], or unsuitable for a fully
conversational setting due to the format of the question [49]. Each
of the mentioned works make certain assumptions about the data
and problem, such as being able to collect all possible clarifying
questions [3], or being able to fit all the questions in a limited
number of templates [49]. We argue that, while making such strong
assumptions is necessary as a starting point towards studying the
effect of clarifying questions, it does not represent a real-world
scenario. Therefore, an ideal IR system should be able to generate
any types of clarifying questions.

A good clarifying question needs to steer the conversation to-
wards a clear formulation of the user’s information need, aiming
to facilitate retrieval of relevant documents. Two main challenges
arise in generating a good clarifying question: (1) to decide if the
content of the question is about a specific facet of the user’s query
or a somewhat more general aspect; (2) to generate the question
in coherent and fluent natural language. The two challenges have
been explored separately, but the unified solution is still lacking
in the research community. In this paper, we propose an approach
that addresses both of problems.
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To tackle the first challenge, we propose to generate a clarifying
question based on one or more query facets, thus tackling the prob-
lem of the lack of semantic guidance of recent question generation
approaches [37]. Given a user’s query, the conversational IR sys-
tem should first perform a facet extraction step. Query facets can
be extracted from the retrieved set of documents [22], knowledge
graphs [15], query logs [49], or search engine query autocomple-
tion features [39]. We propose a question generation model that
produces a question based on the initial query and several key-
words representing one of the extracted facets. In order to generate
a coherent question, thus tackling the second challenge, we propose
to employ the large-scale language model GPT-2, which is capable
of generating text of near human quality [32].

More specifically, in this paper we formally define and propose a
query- and facet-conditioned clarifying question generation model.
To this end, we fine-tune a large-scale language model, specifically
GPT-2, conditioned on the user query and one of its facets. Ad-
ditionally, we construct a dataset of query-facet-question triplets,
to use as ground-truth for training our model. The triplets are ex-
tracted from the ClariQ dataset [2] and are intended to simulate
a real-world scenario, where facet terms would be automatically
extracted by any of the aforementioned techniques. Moreover, by
synthetically creating facet keywords we eliminate the possibility of
propagated error from the facet extraction algorithm, ensuring the
consistency in training of our models. Experimenting with different
facet extraction methods goes beyond the scope of this paper and
is left for future work. Instead, we evaluate the proposed method of
generating questions with a number of automatic NLG metrics, as
well as human annotators. In a crowdsourcing study, we compare
the questions generated by our method with those generated by
baseline models in terms of naturalness and usefulness. The results
show that query- and facet-conditioned question generation out-
performs the template-based and the query-conditioned GPT-2 in
both dimensions.

Thus, our contribution is threefold:

• We present a novel approach to generating clarifying ques-
tions. We employ large-scale language models driven by
query facets for the task.

• We show the plausibility of our approach, by proposing
a semantically-controlled generative model. We fine-tune
GPT-2 conditioned on an initial query and one of its facets.
We release the code for future work and reproductibility
purposes.1

• Alongside the automated evaluation of the proposed model,
we perform human evaluation. Furthermore, to complete the
study, we discuss the limitations, future work, and potential
theoretical framework where our approach could be utilised.

The rest of the paper is organised as follows. Section 2 reviews
related work concerning conversational search, natural language
generation, and facet extraction. Next, in Section 3 we explain our
approach for generating clarifying questions and the data used
to fine-tune our models. Evaluation of the models is presented in
Section 4, followed by a discussion on the limitations and future
work in Section 5. Finally, we conclude the study in Section 6.

1Github repository: https://github.com/isekulic/CQ-generation.

2 RELATEDWORK
Our work primarily belongs to the broad area of conversational
information retrieval (IR), with a focus on clarifying questions in
mixed-initiative conversational search. In this section, we review
the recent literature on the topic.

2.1 Conversational Search
Due to the rise of conversational assistants, e.g., Alexa and Siri,
conversational AI recently attracted a lot of attention from the
research community. The same is true for the IR community, as
the report from the Dagstuhl Seminar N. 19461 [4] identifies con-
versational search as one of the key areas of IR in the upcoming
years. Moreover, the event highlighted several potential research
directions and stressed the importance of user-system interaction in
conversational search. Radlinski and Craswel [33] have also empha-
sised mixed-initiative paradigm as one of the desirable properties
of a conversational search system. Under this paradigm, the sys-
tem is not passive and can take initiative by prompting the user
with clarifying questions or conversation-engaging information
[19]. Similarly, a “System Ask-User Respond” framework has been
proposed by Zhang et al. [52] for product recommendation in e-
commerce, where questions about certain aspects of a query are
prompted to the user to clarify their needs.

Other recent research efforts cover various aspects of conversa-
tional search systems. The TREC Conversational Assistant Track
(CAsT) [9] fosters research in multi-turn passage retrieval task,
where system needs to understand the conversational context and
retrieve appropriate passages from the collection. However, the
system in that setting is not proactive and is not encouraged to ask
clarifying questions. Generating appropriate clarifying questions
is the main focus of our paper, thus we review the related work
on asking for clarifications in greater detail in the next Section.
Other areas of conversational search include studies concerned
with user intent classification [31], biases in conversational search
[16], response ranking [9, 42, 44], user engagement prediction [43],
and query rewriting [30, 47].

2.2 Asking Clarifying Questions
Clarifying the user information need is an important aspect of any
IR system, and is especially important in a conversational setting.
Ad hoc IR systems deal with ambiguous and faceted queries by
result diversification, where users would be presented with relevant
documents for several different aspects of the query, enabling users
to scroll through them to find what they need [40]. The emphasis on
clarification comes form the fact that conversational search is often
carried out in limited-bandwidth scenarios, such as speech-only or
mobile interfaces [1], thus making it impossible to present a large
range of the results the user.

Asking clarifying questions with the goal of finding the underly-
ing user information need has recently been studied. Aliannejadi et
al. [3] proposed an offline evaluation methodology for asking clari-
fying questions with Qulac, a dataset consisting of question-answer
pairs for faceted and ambiguous queries. A similar methodology
has been applied in the ClariQ challenge [2], where the task is to
select the most appropriate clarifying question from a pre-defined
set of questions. They find that asking the right question can lead
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to significant improvements in retrieval performance. Additionally,
user satisfaction has been reported to increase when prompted with
clarifications in a voice-based system [21]. Moreover, Zamani et
al. [49] report highly positive feedback from users engaged with the
clarification panes in search engine. Thus, it is evident that asking
clarifying questions is beneficial for both, the user and the system.

Hashemi et al. [17] propose GuidedTransformer that leverages
information from conversation history, retrieved documents, and
potential clarifying questions. Their approach yields significant
improvements in the question selection task onQulac. Zou et al. [53]
conduct an empirical study on users willingness to to respond
to clarifying questions and their usefulness perceived by users,
concluding that most users are willing to answer 6-10 yes-or-no
questions.

Recently, Zamani et al. [49] proposed a template-based and a
sequence-to-sequence generative model to produce clarifying ques-
tions regarding specific aspects of a user’s query. Our work differs
from their approach in three main aspects. First, they extract query
aspects from 1.6 billion query reformulations from Bing logs, which
are not publicly available. We assume that query facets can be ex-
tracted from the collection itself, by employing a suitable facet
extraction method. This makes our approach more generalisable
and supported by our collection, which prevents prompting the
user with clarifying questions that potentially are not answerable
with the documents from our collection. Second, Zamani et al. pro-
pose clarifying question generation for search engines in a form
of clarification panes. Clarification pane consists of a general ques-
tion and several clickable answers, which makes it unusable in
purely conversational setting. Lastly, our generated questions are
more natural. Interaction naturalness has been pointed out to be
an important property of a conversational search system [4], as
interactions in natural language are distinguished from the ones
driven by keywords in classical IR.

Rosset et al. [37] tackle the task of question suggestion in a
“People Also Ask” search engine setting. They argue that a useful
question is not simply related to the topic of a user’s query, but
should also be “conversation leading” and provide meaningful in-
formation for the user’s next step. They propose a BERT-based and
a generative GPT-2-based model for question suggestion. They find
that questions generated by GPT-2 are syntactically correct, but
less useful than the ones selected by BERT from a pre-defined pool
of questions. The authors suggest that a reason for the inferior
performance of GPT-2 might be due to the lack of explicit guidance
in semantics. We overcome this shortcoming by grounding our
question on query facets.

2.3 Natural Language Generation
The rise of large pretrained language models brought significant
progress in various tasks of IR and NLP, including natural language
generation (NLG). One of the most prominent models is GPT [32],
with variations of GPT-2 and GPT-3. These are deep autoregressive
generative models, trained on large amount of textual data, which
makes them an extremely powerful natural language generators.
Early work includes a hierarchical recurrent encoder-decoder for
generative context-aware query suggestion [45]. There are also sev-
eral attempts in generating a more controllable text, e.g., CTRL [20]

and Grover [50]. Closer to our work of conditioning language gen-
eration on several keywords and a query is PPLM [10]. PPLM steers
the language generated with a decoding scheme using keywords
and classifiers. Moreover, Peng et al. [30] propose a semantically-
conditioned GPT for conversational response generation from dia-
logue acts. Our clarifying question generation model differs in two
main parts: (1) We generate questions, not any text; (2) We condi-
tion question generation on two parts: query and facets. Generating
questions has also been studied by the natural language processing
(NLP) community [34, 35], where the task is to produce questions
about a given document, rather to clarify user information need.

2.4 Facet Extraction
Facet extraction from search results has been studied for a long time
in ad hoc information retrieval settings. Deveaud et al. [11] propose
a Latent Concept Modelling (LCM) method for modelling latent
search concepts in order to better understand the conceptual view of
an underlying user’s need. Theirmethod is based on Latent Dirichlet
Allocation (LDA) to identify specific query-related topics from the
top K documents retrieved. They define the extracted topics as
latent concepts of user’s query. Kong and Allan [22] develop a
graphical model to recognise facets from the set of candidate terms,
extracted from the retrieved documents. They formally define the
difference between query subtopic/aspect, semantic class, and a
facet. Query facets can also be extracted from search engine query
logs [49], query autocompletion [39], or knowledge graphs [15].
We note that any of these methods can yield query facets suitable
for the input of our proposed clarifying question generation model.

3 CLARIFYING QUESTION GENERATION
In this section, we describe our approach to generating clarifying
questions that are conditioned on a specific aspect of a given query.
We first formally define the problem and describe the data acquisi-
tion for training such a model. Then, we propose a training method
for fine-tuning GPT-2. Finally, we present and analyse the results
on the dataset used for fine-tuning in order to quantify its effective-
ness with both automatic metrics and human judgements acquired
through crowdsourcing.

3.1 Semantically-Guided Question Generation
We define our task of generating clarifying questions as a sequence
generation task. Formally, given a facet 𝑓 and a query 𝑞, the model
needs to construct a valid clarifying question 𝑐𝑞. Facet 𝑓 is one of
the facets taken from the set of extracted facets, as described in
section 5.1. Query 𝑞 is issued by a user. A clarifying question is
then defined as a function of the query and its facet:

𝑐𝑞′ = 𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 (𝑞, 𝑓 ) (1)

To the best of our knowledge, we are the first to condition the
clarifying question generation on both the query and the facet.

3.1.1 Language Modelling. Current state-of-the-art methods for
text generation are based on large-scale auto-regressive language
models [8, 32]. The goal of languagemodelling is to learn probability
distribution 𝑝𝜃 (𝒙), given example sequences 𝒙 = [𝑥1, 𝑥2, . . . , 𝑥𝑛],
where 𝑛 is a sequence length and 𝜃 are parameters of our model.
In auto-regressive language generation, we decompose language
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modelling into next-word prediction, factorising the distribution
𝑝𝜃 (𝒙) using the chain rule of probability:

𝑝𝜃 (𝒙) =
𝑛∏
𝑖=1

𝑝𝜃 (𝑥𝑖 |𝑥<𝑖 ) (2)

We utilise pre-trained GPT-2, an auto-regressive model trained
to learn 𝑝𝜃 (𝒙) as in Equation 2. By doing so, we take advantage of
the fact that GPT-2 is trained on large amount of text data, which
already makes it powerful for language generation, as shown by
it’s performance on various downstream tasks [32]. However, as
our goal is not just to generate any text sequences, but to generate
questions conditioned with the initial query and one of its facets, we
essentially model 𝑝𝜃 (𝒙 |𝑞, 𝑓 ) where 𝑞 and 𝑓 are a query and its facet,
respectively. Building on top of recent approaches to semantically-
controlled language generation [20, 30], we model:

𝑝𝜃 (𝒙 |𝑞, 𝑓 ) =
𝑛∏
𝑖=1

𝑝𝜃 (𝑥𝑖 |𝑥<𝑖 , 𝑞, 𝑓 ) (3)

Learning of parameters 𝜃 is done by minimising the negative log-
likelihood of the conditional probabilities in Equation 3, that is:

L𝜃 (𝐷) = −
|𝐷 |∑
𝑗=1

𝑛∑
𝑖=1

𝑙𝑜𝑔𝑝𝜃 (𝑥
𝑗
𝑖
|𝑥 𝑗
<𝑖
, 𝑞 𝑗 , 𝑓 𝑗 ) (4)

where 𝐷 = {(𝑥 𝑗 , 𝑞 𝑗 , 𝑓 𝑗 )}𝑁
𝑗=1 is the dataset of triplets consisting of

clarifying questions 𝑥 , queries 𝑞, and facet terms 𝑓 . We fine-tune
our model on 𝐷 , in order to be able to: (1) generate questions, not
just any textual sequence; (2) generate questions about a given facet
of a given query.

3.1.2 Inference. In order to generate clarifying questions, we use
a combination of state-of-the-art sampling techniques to gener-
ate a textual sequence from the trained model. Namely, we utilise
temperature-controlled stochastic sampling with top-𝑘 [14] and
top-𝑝 (nucleus) filtering [18]. By tuning the temperature, we in-
crease the likelihood of high probability words and decrease the
likelihood of low probability words, or vice versa. We do so by
directly adjusting the softmax over 𝑝𝜃 (𝒙), making the probability
to predict the 𝑖-th token from the vocabulary:

𝑝𝑖 =
𝑒𝑥𝑝 (𝑥𝑖/𝑇 )∑
𝑗 𝑒𝑥𝑝 (𝑥 𝑗/𝑇 )

(5)

where 𝑥𝑖 are the logits for 𝑖-th token in the vocabulary, and 𝑇 is
the temperature. Moreover, we restrict the sampling to only the
top-𝑘 most likely next tokens, redistributing the probability mass
over the remaining 𝑘 tokens. As some tokens can be samples from
a sharp distribution, while others from a flat distribution, top-𝑘
sampling shows some shortcomings. Parameter 𝑘 is fixed and set
before sampling, so the possibility of sampling an irrelevant token
from a sharp distribution increases. At the same time, setting a low
𝑘 might restrain model’s token variety. To overcome these potential
issues, we experiment with top-𝑝 (nucleus) sampling [18], where
we consider the minimum number of next possible tokens whose
summed probabilities amount to 𝑝 ∈ [0, 1]. Again, the probability
mass is then redistributed among the remaining tokens and standard
sampling is performed from the reduced set of tokens. Our final
experiments are performed with temperature 𝑇 set to 0.7, 𝑘 to 0,
and 𝑝 to 0.9, as this combination of parameters showed promising

Table 1: Statistics of ClariQ-Fkw dataset used for fine-tuning
our generative model. Symbol #N represents “number of”.

train dev

Number of samples 1756 425
Average #N facet terms 1.9 1.8
Std of #N facet terms 1.0 0.9
Number of unique queries 187 50
Avg #N questions per query 9.39 8.5
Std #N questions per query 2.7 2.6

results in the early analysis, and is supported by previous research
[18].

3.2 Dataset Construction
To the best of our knowledge, a dataset suitable for our purpose
of training a sequence generation model conditioned on two dif-
ferent segments, i.e., a query and its facet, is not available in the
IR/NLP community. Moreover, as we need to generate questions, the
specificity of our needs increases. Thus, we adapt a simple data fil-
tering to transform ClariQ data samples to the appropriate (𝑞, 𝑓 , 𝑐𝑞)
triplets. ClariQ [2] consists of queries and corresponding clarify-
ing questions, which are acquired from crowdsourcing. However,
since questions are not about a specific facet, we extract the facet
keywords using the following procedure:

(1) We discard the beginning of the question. Since most of
the questions fall under a few templates, with 10 different
prefixes we cover around 80% of the dataset.

(2) We keep only content-bearingwords, specifically verbs, nouns,
and noun phrases. The part-of-speech tagging is done with
NLTK [6]. This ensures that our synthetically created facet
keywords resemble the output of any of the most typical
facet extraction methods.

(3) Finally, from the remaining set of words we remove the ones
that also appear in the query. This is done in order to keep
our dataset as general as possible, as the facets or subtopics
in real-world scenario are unlikely to contain words from
the initial query.

This procedure gives us a dataset of more than 2000 triplets, whose
examples can be seen in Table 2. Table 1 shows statistics of the cre-
ated dataset – ClariQ-FKw, where FKw stands for Facet Keywords.
We see that the average number of facet terms is 1.9, with standard
deviation of 1.0. Thus, for future work, we suggest that facet ex-
traction method follows similar characteristics. Additionally, we
notice a high number of questions for the same query. This further
enforces our model to consider both the queries and the facet terms
when forming a clarifying question.

3.3 Fine-tuning GPT-2
We fine-tune the GPT-2 [32] model as our clarifying question gen-
eration function 𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 from Equation 1. Specifically,
we form the input to the GPT-2 model as follows:

𝑖𝑛𝑝𝑢𝑡_𝑠𝑒𝑞 = 𝑓 [𝑆𝐸𝑃]𝑞 [𝑏𝑜𝑠]𝑐𝑞 [𝑒𝑜𝑠] (6)

Session 2B - Conversational Search  ICTIR ’21, July 11, 2021, Virtual Event, Canada

170



Table 2: Training triplets from ClariQ-FKw as an input to the GPT-2 model, with clarifying question as a language modelling
target.

Initial Query Facet terms Clarifying Question

Tell me about cass county missouri list homes sale are you interested in a list of homes for sale in cass county
What is von Willebrand Disease? treatments are you interested in learning about treatments for von willebrand disease
What is von Willebrand Disease? types are you interested in the types of von willebrand disease
Tell me about atypical squamous cells aytypical desciption are you interested in a desciption of aytypical squamous cells
Tell me about atypical squamous cells result test are you interested in atypical squamous cells in a test result
Tell me about atypical squamous cells urine are you interested in atypical squamous cells in urine
Tell me more about Rocky Mountain News archives are you interested in news archives
Tell me more about Rocky Mountain News information park national are you interested in information about the national park
Find me information about the sales tax in Illinois. state are you interested in how the illinois state tax is determined

where [𝑏𝑜𝑠], [𝑒𝑜𝑠], and [𝑆𝐸𝑃] are special tokens indicating the
beginning of sequence, the end of sequence, and a separation token,
respectively. Query 𝑞, facet terms 𝑓 , and clarifying question 𝑐𝑞 are
tokenized prior to constructing the full input sequence to the model.
Additionally, we further feed the model with segment embeddings,
which indicate different segments of the input sequence, namely 𝑞,
𝑓 , and 𝑐𝑞. All of the text pre-processing and exact formation of the
input sequence is available in our Github repository.2

To calculate the language modelling loss L, we project the
hidden-state on the word embedding matrix to get logits and apply
a cross-entropy loss:

L =

𝑁∑
𝑖=1

𝑝𝑖𝑙𝑜𝑔(𝑝𝑖 ) (7)

where 𝑝 is the true distribution and 𝑝 is the predicted distribution
of our model. The loss is applied only on the clarifying question
(𝑐𝑞) part of the sequence, while predecending tokens of the facet
and the query are masked out.

We fine-tune the models with a batch size of 32, learning rate
of 5 × 10−5 for 8 epochs. The hyperparameters were chose based
onn previous research on text generation and a grid search of the
optimal learning rate and number of epoch on the development set.
The training takes about one hour on GeForce GTX 1080 Ti GPU.
We use the HuggingFace [48] implementation of the GPT-2 model.
During inference, we omit the clarifying question 𝑐𝑞 part from the
Equation 6 of the input sequence to the model. We generate the
question by sampling token by token, as described in Section 3.1.2.

4 EVALUATION
We evaluate our question generation model using a number of
standard NLG metrics. Additionally, as some NLG metrics received
heavy criticism from the research community, we make use of
crowdsourcing for gathering human judgements. With the evalua-
tion, we aim to assess the plausibility of query- and facet-conditioned
GPT-2 for the task of generating clarifying questions.

4.1 Baselines
We compare our query and facet-conditioned model (QF-GPT) to
two competitive baselines. These are:

2Github URL after anonymity period ends.

4.1.1 Template-based Question Generation (TB). A template-based
approach to generating clarifying questions produces a question by
simply filling a slot in a pre-defined question. More specifically, we
construct the questions by filling the slot [facet term] in a question
“Are you interested in [facet term]” with one of the query facet
terms. This specific question was chosen as it is the most common
way of constructing clarifying questions in the Qulac dataset [3].
The template-based approach has been widely used in various IR
tasks [49, 51].

4.1.2 Query-conditioned GPT-2 (Q-GPT). As our second baseline
model, we fine-tune GPT-2 to generate clarifying questions as de-
scribed in Section 3, but without feeding facet terms as input to the
model. This simulates the behaviour of most chatbots, as they solely
rely on conversational history, rather than the explicit conversa-
tional aspect that should be discussed. This model resembles the
approach of Rosset et al. [37], who employ a GPT-2-based model
for conversational question suggestion. They train their model
on query-question pairs in a pointwise setting. One limitation of
that approach, as pointed out by the authors, is the lack of ex-
plicit semantic guidance. Our hypothesis is that this baseline model
will generate fluent responses. However, clarifying questions are
generated solely based on the query and the memorised generic
utterances in the weights of the model, rather than being about
specific aspect of the query. Moreover, the generated questions
have a risk of not being answerable by our collection.

4.2 Automated Metrics
We evaluate our generated questions against reference questions
from ClariQ. To this aim, we compute a number of standard metrics
for evaluating generated language. The first two are widely adopted
metrics: BLEU [29] and ROUGE [26], which are based on n-gram
overlap between the generated text and the reference text. Addi-
tionally, we compute METEOR [5], which was reported to have
higher correlation with human judgements than BLEU and ROUGE
[5]. METEOR mitigates the shortcomings of BLEU and ROUGE
by not just counting the overlap of n-grams, but also considering
their stems, WordNet synonyms, and paraphrases. Furthermore,
we compute the EmbeddingAverage, defined as cosine similarity
between the mean of the word embeddings of each token in the
generated and the target questions [24].
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Table 3: Evaluation of generated questions against gold standard in ClariQ. TB, Q-GPT, and QF-GPT stand for templated-based
baseline, query-conditioned GPT-2 baseline, and the proposed query- and facet-conditioned GPT-2, respectively. EAC stands
for EmbeddingAverageCosine. Bleu-N indicates BLEU metric calculated on N-grams.

Model Bleu-1 Bleu-2 Bleu-3 EAC METEOR ROUGE-L

TB 0.316 0.169 0.101 0.890 0.212 0.394
Q-GPT 0.316 0.210 0.150 0.862 0.165 0.315
QF-GPT 0.320 0.186 0.119 0.906 0.289 0.285

4.3 Human judgements
Recent studies have revealed several flaws of the standard heuristic-
based NLG metrics [7, 27, 28, 36, 38]. The criticism comes from
the low correlation of the automated metrics with human judge-
ments, thus making the metrics untrustworthy or even misleading.
Moreover, Stent et al. [46] found that several automatic metrics,
including BLEU, correlate negatively with human judgements on
fluency of generated text. Thus, in order to properly evaluate our
generated clarifying questions, we opt for human annotations. As
stated before, a good clarifying question should be in a coherent,
fluent natural language and relevant to the topic of the conversation.
For that reason, we evaluate two different aspects of our generated
questions: naturalness and usefulness, described in the next Section.

Evaluation is done in a pairwise setting, i.e., an annotator is
presented with two questions generated by two different models
and has to choose which one is more natural, or more useful, de-
pending on the task. We evaluate the performance of the models
in a pairwise setting, as it has been shown to be more reliable and
more consistent across annotators than for example the Likert scale
[25]. We compare our main facet-guided clarifying question gener-
ation model with the two baseline models described in Section 4.1.
Additionally, we compare the two baselines among themselves.

4.3.1 Naturalness. An important feature of a conversational search
system is its natural responses in fluent and coherent natural lan-
guage [4]. Inspired by several studies in various tasks of NLG
[30, 38], we define naturalness as a question being natural, flu-
ent, and likely generated by a human. Similar definitions exist in a
wide range of work, including fluency [7, 46] and humanness [41].
For example, a clarifying question “Would you like to know more
about magnesium-rich foods?” is more natural and fluent than “Are
you interested in magnesium foods?”.

4.3.2 Usefulness. Rosset et al. [37] define a usefulness metric to
describe conversation-leading clarifying questions. They argue that
questions can be relevant to the user’s query, but that does not
make them necessarily useful. For example, given a query “Tell me
about kiwi fruit.”, a question such as “Would you like to know about
kiwi?” is arguably relevant to the query, but it is useless, as it is too
broad. Moreover, a clarifying question such as “Are you interested
in the business model of NZ kiwi fruit company?” is also related,
but also useless due to it being far too specific. This definition of
usefulness can be related to adequacy [7, 46] and informativeness
[30].

4.4 Crowdsourcing
We use the crowdsourcing platform Amazon Turk3 to acquire an-
notators, i.e., workers, for our evaluation study. We use in total
more than 100 different workers, all based in United States, with
minimum approval rate of 94% and minimum number of accepted
HITs so far of 1000. We limit the number of annotations per worker
to 25 question pairs, in order to eliminate tiredness. Moreover, each
question pair is judged by three different workers yielding more
than 2000 labels in total, across all of the experiments. We use
majority voting to decide on the final label. We compute Fleiss’
kappa 𝜅 to assess the degree of agreement per annotated pair. The
outcome reaches low, fair, and moderate agreement, depending on
the compared models. Workers with suspiciously low performance
on the manually curated test pair questions were eliminated from
the study.

4.5 Results
4.5.1 Automated Metrics. Results of our automatic evaluation are
presented in Table 3. We notice that it is not clear which model is
the best based solely on automated metrics. Specifically, QF-GPT
yields the best results among the models in terms of Bleu-1, EAC,
and METEOR. However, Q-GPT shows the best performance in
terms of Bleu-2 and Bleu-3, while TB outperforms all other models
in terms of ROUGE-L. This is a well-known issue in evaluating
generated text, as the automated metrics rarely highly correlate
with the real scenario [7, 27, 28, 36, 38]. For that reason, we rely on
human judgements to more accurately estimate the performance
of the models. With an automated evaluation, we can only add to
the large body of work on criticism of automated metrics for NLG.

4.5.2 Human Evaluation. Comparisons of the baseline models, i.e.
Template-based and GPT-2-query, with our proposed facet-guided
GPT-2 on naturalness and usefulness are presented in Tables 4 and
5, respectively. We conducted a binomial test for each of the model
comparison that we’ve made. The 𝑝-values are presented in Table
6.

When assessing naturalness of questions generated by our model
and the baseline models, we notice several key observations:

• GPT-2-based models (Q-GPT and QF-GPT) produce more
natural clarifying questions than the template-based model
(TB). This was our initial hypothesis and main motivation
behind utilising GPT-2 for the task.

• GPT-2-based models produce questions of similar natural-
ness, as the difference between query-only model (Q-GPT)
and query- and facet-guided GPT-2 model is small (51 to

3https://www.mturk.com
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Table 4: Results on Naturalness between query- and facet-
guided GPT-2 (QF-GPT), query-only GPT-2 (Q-GPT), and the
template-based (TB) models.

Wins
TB Q-GPT QF-GPT

Lo
se
s TB - 69 59

Q-GPT 31 - 49
QF-GPT 41 51 -

Table 5: Results on Usefulness between query- and facet-
guided GPT-2 (QF-GPT), query-only GPT-2 (Q-GPT), and the
template-based (TB) models.

Wins
TB Q-GPT QF-GPT

Lo
se
s TB - 63 60

Q-GPT 37 - 57
QF-GPT 40 43 -

Table 6: The 𝑝-values of binomial statistical test for the sig-
nificance of the comparisons between different models for
naturalness and usefulness.

Naturalness Usefulness

TB & Q-GPT 0.01 0.01
TB & QF-GPT 0.08 0.05
Q-GPT & QF-GPT 0.92 0.19

49). This is also expected, as both methods produce fluent
questions.

Moreover, from the study on usefulness of generated questions,
we observe:

• GPT-2-based models outperform the template-based model.
The initial hypothesis was that query-aware GPT-2 (Q-GPT)
might not perform so well on usefulness, as the questions are
not grounded in any specific facet of the query. However,
careful examination of the annotated questions suggested
that even though the model is not guided by an explicit facet,
it is still generating questions that are very often facet-based.
The crucial difference to the QF-GPT being that we can not
control which facet Q-GPT will ask questions about, as it can
only ask about the ones that are implicitly saved in GPT-2’s
weights.

• QF-GPT outperforms Q-GPT, which confirms our hypoth-
esis that facet-guided question generation is more useful.
According to the Table 6, the difference is not statistically
significant. However, although Q-GPT is capable of produc-
ing clarifying questions related to user’s query, we have no
control over the content of the questions. Thus, facet-driven
QF-GPT poses itself as a stronger choice for the task.

Human judgements confirm our hypothesis that GPT-2 can gen-
erate fluent and natural clarifying questions, while allowing explicit

semantic guidance, when trained accordingly. Next, we perform
qualitative study of actual questions generated by the proposed
model.

4.5.3 Qualitative Study. Table 7 shows several examples of ques-
tions generated by our proposed facet-guided model and the base-
lines. We can observe that all questions generated by GPT-2-based
models are indeed fluent and coherent. However, a key difference
is that query-conditioned GPT-2 generates questions that are of-
ten not entirely relevant to the topic of the conversation. This is
known as the hallucination of generative models, where generated
responses do not correspond to the real-world [12, 13]. By ground-
ing our question generation model in facets, we gain control of the
conversation and eliminate the hallucination effect, thus making
our model more useful for clarifying the user need.

5 LIMITATIONS AND FUTUREWORK
5.1 Facet Extraction from Retrieved

Documents
In this study, we proposed to generate clarifying questions about
certain query facets. However, we have dealt only with facets ac-
quired through controlled keyword extraction, leaving automatic
facet extraction as a separate part in a conversational system for
future work. We now describe several potential approaches for
acquiring query facets and formally define the required properties
such methods should have in order to be easily included into our
model.

Recent work on clarifying question generation extracted query
aspects from the search log of a major search engine [49]. As such
logs are not widely available, we suggest extracting the facets from
the set of documents retrieved in response to the initial query.
Several methods for facet extraction from a set of documents already
exist in the literature [11, 22] and are largely based on clustering
and language modelling approaches. Formally, given a query 𝑞, we
retrieve a set of documentsD = {𝐷} from the collection𝐶 . We then
extract a set of 𝑁 facets F = {𝐹 }, where 𝑁 is the hyperparameter
representing the total number of facets to extract. Each facet 𝐹
consists of a set of terms (keywords) representing it: 𝐹 = {𝑡}. Facet
terms 𝐹 can then be fed into our generative model in order to
produce useful clarifying questions.

5.2 Conversation History
Our approach is currently limited to generating clarifying ques-
tions from the initial query only. However, one important aspect of
conversational search are multi-turn interactions. Extension of our
model to multi-turn conversations includes understanding user’s
answer to our clarifying question and deciding whether to ask a
follow up clarifying question, or otherwise to show the user re-
trieved relevant documents. In order to ask a follow up clarifying
question we can simply generate a question about some other facet
of a query. However, for better results, we should also consider
user’s answer, as they often provide additional information and
not just a yes-or-no answer [23]. As GPT-2 has been show to be
able to capture multiple turns of information-seeking conversations
[30, 47], our first attempt of extending the model would be to feed
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Table 7: Examples of generated clarifying questions given the initial request and one of the facet terms.

Initial request Tell me about kiwi
Facet terms information fruit biology bird people background historical

Template-based Are you interested in information fruit? Are you interested in biology bird? Are you interested in people
background historical?

Q-GPT Are you looking for kiwi clothing? Are you looking for kiwi reviews? Are you interested in kiwi fitness?
QF-GPT Are you interested in kiwi fruit? Are you interested in kiwi birds? Are you interested in kiwi history?

Initial request What is von Willebrand Disease?
Facet terms treatments symptoms types
Templated-based Are you interested in treatments? Are you interested in symptoms? Are you interested in types?
Q-GPT Are you looking for a specific web page? Are you looking for a specific medication? Do you want to know the causes of this disease?

QF-GPT Do you want to know what treatments
are used to treat the von Willebrand disease?

Are you looking for a list of
symptoms of von Willebrand? Are you looking for a list of the diseases?

the conversation history together with the initial query and the
extracted query facets to the GPT-2-based model.

5.3 Multiple Facets
One of the planned extensions of this work is to generate clarifying
questions about multiple query facets, rather than just one at the
time. Looking at the first example of Table 7 and the query “Tell me
about kiwi”, our current model would generate a question about
one of the facets, such as “Do you want information about kiwi
fruit?”. However, in order to potentially minimise the number of
conversational turns needed to satisfy the user information need,
we could ask a question in line with “Are you interested in kiwi
fruit, kiwi bird, or New Zealand people?”. The challenge here is to
create a dataset of such questions suitable for training of generative
language models, like GPT-2.

6 CONCLUSIONS
In this paper, we presented a facet-guided model for generating
clarifying questions in mixed-initiative conversational search. We
showed that large-scale language models, in particular GPT-2, are
quite fit for the task, when fine-tuned properly. More specifically,
we semantically guide GPT-2 question generation by conditioning
the question on the user’s original query and one of the query
facets. Human judgements acquired through crowdsourcing show
that clarifying questions generated by our proposed model are both
natural and useful, compared to competitive baselines. Our results
and discussions serve as a preliminary step towards generating
clarifying questions from the query facets. Our goal was to demon-
strate the capability of large-scale language models for generating
clarifying questions, by showing that a model such as GPT-2 can be
guided and driven towards a certain topic or goal in a conversation.
Our results demonstrated the superiority of generated questions
over template-based questions.
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