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Abstract
Fairness interventions require access to sensitive attributes of candidates applying for a job, which might
not be available due to limitations imposed by data protection laws. In this work we propose using a
pre-processing technique to create counterfactual representations of the candidates that lead to a more
diverse ranking with respect to intersectional groups. To be compliant with data protection laws we
propose to train a model on the fairer representations and apply the model at inference time without
having access to the sensitive attributes of the candidates. In experiments on the BIOS dataset, we find
this approach can improve the diversity of recommendations at top-ranked positions without harming
performance.
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1. Introduction

Recruiters increasingly rely on automatic hiring systems to process the large amount of applica-
tions received for a job. We define an algorithmic hiring system to be a candidate recommen-
dation system that recommends a ranked list of candidates to a recruiter given an occupation.
Using an objective automatic hiring system one would think that the hiring process is fair.
However, such systems encode stereotypes and biases that already exist in the recruitment
industry [5, 9, 16, 22], leading to actions that discriminate against minority groups [2, 11, 21].

Considering that the attention of recruiters decreases with the position of the candidate in
the rank [13], the candidates at top positions are more likely to be considered for an interview.
To combat existing disparities in the recruitment industry and avoid that they are perpetuated
by the system, we aim to apply a fairness intervention to obtain a diverse ranking of candidates,
in terms of sensitive attributes at top positions. According to the European General Data
Protection Regulation (GDPR), access to special categories of sensitive attributes is limited
[1, 23]. Exceptions of special sensitive attributes are gender and age. This limits the choice of
fairness interventions that can be used in practice in recruitment.

Existing fairness interventions can be categorized as pre-processing, in-processing and post-
processing methods [29]. Pre-processing methods aim to debias the data used to represent the
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candidates and then either re-rank the candidates based on the new representations or use the
data to train a model. In-processing methods aim to optimize the recommendation system for
both fairness and utility [4, 27]. Post-processing methods are applied on the recommended
ranking. They re-rank the candidates based on some minimum and maximum constraints
regarding the desired proportion of each sensitive group in the top positions [21, 24, 28]. All
methods require that the sensitive attributes of the candidates are known, implying that they
are not compliant with GDPR [1], making it hard to use them in practice.

We argue that pre-processing methods can be used to create fairer representations of candi-
dates that can later be used for offline training a recommendation system, which will generate a
fair ranking without having access to sensitive attributes of candidates during inference. There
are several methods that can be used to debias data. Lahoti et al. [15] create fair representations
of candidates that are individually fair, independent of the sensitive attributes; thus, candidates
with similar features should be treated the same, regardless of the sensitive attributes. However,
the candidate’s data could be a proxy to sensitive attributes, thus, the new representations
would keep the same distance between groups formed by the proxy data. Adversarial debiasing
methods [30] create fair representations from which the adversary should not be able to predict
the sensitive attributes. The representations created eliminate as much as possible any informa-
tion encoded in the features about the sensitive attributes. Yang et al. [25] create counterfactual
representations of the data by estimating the causal effects of the sensitive attributes on the
features and scores of the candidates, assuming there is a pre-existing bias in the data.

We investigate how the method proposed by Yang et al. [25] performs in a recruitment
scenario. We consider this method for the following reasons: (i) it showed promising results
even without knowing the sensitive attributes at inference time, (ii) it provides a working
framework for intersectional groups, and (iii) it complies with transparency requirements
towards recruiters, candidates and audit companies. Unlike adversarial methods, it is easy to
explain how the new representations are created and, thus, how the ranking of the candidates
is generated. By creating counterfactual representations of candidates, we aim to have more
diversity among the top candidates of the ranked list, thus increasing the likelihood of the
protected groups to be considered for an interview. Our work focuses on the intersectional
groups created by gender and nationality. It is important to take into account intersectional
groups, as candidates belonging to multiple protected groups are more likely to be discriminated
[24]. We also check whether training a model offline on the counterfactual representations can
lead to a diverse ranking without having access to sensitive attributes at inference time. Our
main finding is that we need to explicitly model the occupation as the bias direction varies
across occupations. We also show that by training a model on counterfactual representations
the diversity of the ranking is improved and the performance of the model is not affected.

2. Counterfactual Representations

We consider the task of ranking candidates who applied to an occupation listing given a score
that represents how well they fit it. Assuming there is a pre-existing bias in the features
and scores of the candidates, we aim to create fairer representations by applying the method
proposed in [25].



(a) Model 1 (b) Model 2

Figure 1: Causal models describing the data with sensitive attributes gender (G) and nationality (N),
non-sensitive attributes (X), utility scores (Y), and occupation (O).

The method uses as input a causal model describing the data and the effects of the sensitive
attributes on the data. A causal graph is a directed acyclic graph (DAG) where nodes represent
variables, and directed edges between nodes represent causal relationships. A directed edge from
node A to node B indicates that variable A causally influences variable B. Figure 1 shows two
possible causal models that can be used to represent the data. Model 1 contains the following
nodes: sensitive attributes, G (gender) and N (nationality), non-sensitive attributes of the
candidates (X), and the utility score used to rank the candidates for a given occupation (Y), with
edges from the features to the scores, and from the sensitive attributes to the features and the
scores of the candidates. Model 2 contains the same set of nodes and edges, and additionally a
node (O) representing the occupation with edges to the features and the scores. By adding the
occupation node the model captures variations of the direction of bias across occupations.

To estimate the causal effects of sensitive attributes on the data, we have to determine a
reference group towards which we want to transform the candidates in a counterfactual world.
The idea is to replace the values of sensitive attributes with reference values and propagate the
changes in the graph to compute values of the counterfactual features and scores. The method
estimates the total causal effect of intersectional sensitive attributes on the score. It estimates
the direct effect and the indirect effect mediated by the non-sensitive attributes, which are called
mediators. The causal effects are estimated using the mma R package [26], which performs
mediation analysis with multiple mediators. To estimate the causal effects we propose three
scenarios: do not model the occupation and apply Model 1 on the whole data (NoOccupation),
apply Model 1 on the data corresponding to each occupation (SingleOccupation), and apply
Model 2 on the whole data by also specifying a reference occupation (ModelOccupation).

After computing the causal effects of the sensitive attributes on the data, which represent
the bias encoded in the data, one can compute the counterfactual representations. These
are computed by changing the observed representations according to the causal estimates of
the sensitive attributes. Counterfactual representations can be used to create a new ranking
based on the counterfactual scores, or they can be used to train a model. Such a model can
be used at inference time to predict the rank position of a candidate given the counterfactual
representations of the candidate or the original representations. For the first option one needs
access to sensitive attributes, which, according to the GDPR [1], is not possible in practice. We
propose to use the second option: to train a model on counterfactual representations and apply
it to the original representations without access to sensitive attributes at inference time.



3. Experimental Setup

The BIOS dataset [12] consists of real biographies collected from the web by filtering for lines
that began with a name followed by the string “is a(n) (xxx) title,” where title is an occupation
from the BLS SOC system.1 Wemodel a scenario where experienced candidates apply for jobs in
the same field. Each candidate is represented by non-sensitive features extracted from the text
biography (term frequency of the occupation in the biography, length and number of words of
the biography) and sensitive features: gender (provided by the dataset) and nationality (inferred
from each candidate’s name using the name2nat Python package [19]) under the assumption
nationality is inferred from the name, as a recruiter might when reviewing a resume.

Data pre-processing: Nationalities were grouped together by continent, but due to limited
data in some of the intersectional groups, the nationalities were grouped to form an advantaged
group (East-European and the West-European nationalities) and a disadvantaged group (African,
Asian and Latin-American nationalities). The American nationality was discarded due to
ambiguity between the inferred nationalities. The dataset doesn’t include Spanish nationality,
avoiding ambiguity with the Latin-American group. Train-test splits are stratified across
intersectional groups, with five consistent splits per query using a 30% test set. Relevance
judgements: For each occupation, candidates are ranked by the cosine similarity between the
word2vec [17] embedding of the occupation title and the text biography. Word2vec embeddings
are known to perpetuate stereotypical associations [6, 14], simulating the pre-existing social
bias in the data. The relevance judgements for training the model are assigned based on the
cosine similarity with values between 1 and 500 (most relevant candidate), with scores below
0.4 considered negative samples for training. Causal estimation: The causal model was
estimated on the train set. Following prior research [25], the disadvantaged group, Female
African-Asian-Latin, is chosen as the reference group. In experiments involving occupation
modeling, psychologists are the reference occupation due to their balanced group distribution.

4. Results and Discussion

Fairness of a ranking is measured as the percentage of each sensitive group among the top 10.
Our aim is to create a diverse ranked list of the candidates with respected to the intersectional
sensitive groups by increasing the proportion of the underrepresented groups, without pro-
ducing a swap between the underrepresented group and the over-represented group. If in one
occupation females are underrepresented, we do not want to over-represent them. Utility of the
ranking model is measured using Normalized Discounted Cumulative Gain across the top 10
(NDCG@10). We choose to evaluate at the top 10, as it is unlikely that the recruiter will scroll
down or move to the next page to view more candidates [13, 18]. The results reported are an
average over the five runs for each query.

RQ1: Do counterfactual representations lead to a diverse rank in a recruitment sce-
nario? We report the results of Model 1 in Figure 2 - NoOccupation. We see that the coun-
terfactual representations do not increase the proportion for any of the groups, except for the
Male European group over the following occupations: filmmaker, journalist, software developer,

1https://www.bls.gov/soc/
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Figure 2: Distribution of the groups in the top 10. Original - original ranking of the candidates. NoOcc
- Model 1 was applied over all occupations. SingleOcc - Model 1 was applied over each occupation.
ModeledOcc - Model 2 was applied over all occupations.

surgeon, composer, painter and professor. This means that overall in the data the Male European
group has lower scores due to the large number of candidates with lower scores in occupations
where the Female African-Asian-Latin group are over-represented.

The results of estimating a causal model for each occupation (Figure 2 - SingleOccupation)
show an increase in proportion across the sensitive groups for most occupations. The Female
African-Asian-Latin group increased in proportion in the following occupations: physician, chi-
ropractor, comedian, and software engineer. Interestingly, for comedian and software engineer,
occupations fully over-represented by men in the top 10, the proportion increased for both
female groups, African-Asian-Latin and European. The Male African-Asian-Latin group was
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Figure 3: Distribution of the predicted groups in the top 10 by RankNet. Orig-Orig - the model was
trained and tested on original representations. Count-Count - the model was trained and tested on
the counterfactual representations computed using Model 1 on each occupation. Count-Orig - the
model was trained on counterfactual representations and tested on the original representations.

increased in proportion for female dominated jobs, e.g., paralegal, teacher and yoga teacher, but
also in occupations over-represented by Male Europeans, e.g., attorney and pastor. The Female
European group was increased in male dominated jobs, e.g., poet, but also in jobs dominated by
Female African-Asian-Latin, e.g., yoga teacher, model and dietitian.

Results (Figure 2 - ModeledOccupation) show that the changes in proportion are similar to the
ones obtained by estimating a causal model for each occupation, with some minor fluctuations.
For yoga teacher, the proportion of the ranking is more balanced using Model 2.

Table 1 shows how far the proportion of the groups is from achieving statistical parity, which



Table 1
Statistical parity of the rankings, highlighting underrepresented and overrepresented group. Orig
– original ranking of the candidates. NoOcc – Model 1 was applied over all occupations. SOcc – Model
1 was applied over each occupation. MOcc – Model 2 was applied over all occupations.

Female African-Asian-Latin Female European Male African-Asian-Latin Male European

Occupation Orig NoOcc SOcc MOcc Orig NoOcc SOcc MOcc Orig NoOcc SOcc MOcc Orig NoOcc SOcc MOcc

Accountant +0.19 +0.19 +0.23 +0.21 +0.21 +0.21 +0.21 +0.21 –0.17 –0.11 –0.15 –0.13 –0.23 –0.29 –0.29 –0.29
Architect +0.23 +0.23 +0.21 +0.21 +0.03 +0.03 +0.01 +0.01 –0.07 –0.05 –0.09 –0.07 –0.19 –0.21 –0.13 –0.15
Attorney +0.13 +0.15 +0.13 +0.11 +0.11 +0.11 +0.11 +0.11 +0.13 +0.13 +0.09 +0.11 –0.37 –0.39 –0.33 –0.33
Chiropractor +0.11 +0.11 +0.09 +0.09 +0.03 +0.07 –0.01 –0.01 +0.05 +0.05 +0.03 +0.03 –0.19 –0.23 –0.11 –0.11
Comedian +0.21 +0.23 +0.17 +0.17 +0.21 +0.21 +0.13 +0.11 –0.09 –0.05 –0.07 –0.07 –0.33 –0.39 –0.23 –0.21
Composer +0.23 +0.25 +0.23 +0.23 +0.23 +0.23 +0.23 +0.23 +0.09 +0.11 +0.07 +0.05 –0.55 –0.59 –0.53 –0.51
Dentist –0.07 –0.07 +0.01 +0.01 +0.15 +0.15 +0.11 +0.15 –0.27 –0.27 –0.11 –0.15 +0.19 +0.19 –0.01 –0.01
Dietitian –0.49 –0.47 –0.27 –0.27 –0.01 –0.01 –0.17 –0.17 +0.25 +0.25 +0.21 +0.21 +0.25 +0.23 +0.23 +0.23
Dj +0.25 +0.25 +0.25 +0.25 +0.25 +0.25 +0.21 +0.19 –0.23 –0.21 –0.17 –0.17 –0.27 –0.29 –0.29 –0.27
Filmmaker +0.09 +0.13 +0.17 +0.17 +0.13 +0.11 +0.17 +0.15 –0.11 –0.03 –0.15 –0.13 –0.11 –0.21 –0.19 –0.19
Interior Designer +0.07 +0.07 +0.09 +0.11 –0.27 –0.27 –0.27 –0.29 +0.13 +0.13 +0.13 +0.13 +0.07 +0.07 +0.05 +0.05
Journalist +0.19 +0.19 +0.19 +0.19 –0.05 –0.03 –0.01 –0.01 –0.15 –0.13 –0.13 –0.13 +0.01 –0.03 –0.05 –0.05
Model –0.21 –0.21 –0.19 –0.15 +0.01 +0.01 –0.01 –0.07 +0.15 +0.15 +0.11 +0.15 +0.05 +0.05 +0.09 +0.07
Nurse –0.01 –0.01 –0.03 –0.05 –0.43 –0.41 –0.37 –0.37 +0.25 +0.25 +0.25 +0.25 +0.19 +0.17 +0.15 +0.17
Painter +0.19 +0.19 +0.17 +0.17 +0.07 +0.11 +0.05 +0.05 +0.03 +0.05 +0.03 +0.03 –0.29 –0.35 –0.25 –0.25
Paralegal +0.15 +0.15 +0.13 +0.11 –0.53 –0.53 –0.37 –0.33 +0.21 +0.21 +0.09 +0.07 +0.17 +0.17 +0.15 +0.15
Pastor +0.25 +0.25 +0.23 +0.25 +0.13 +0.13 +0.15 +0.15 –0.09 –0.09 –0.13 –0.13 –0.29 –0.29 –0.25 –0.27
Personal Trainer +0.17 +0.17 +0.15 +0.15 –0.03 –0.03 –0.07 –0.09 +0.07 +0.09 +0.17 +0.19 –0.21 –0.23 –0.25 –0.25
Photographer +0.19 +0.19 +0.17 +0.17 +0.11 +0.13 +0.13 +0.11 –0.01 –0.01 –0.01 –0.01 –0.29 –0.31 –0.29 –0.27
Physician +0.21 +0.21 +0.17 +0.17 –0.01 –0.01 –0.03 +0.01 –0.07 –0.01 –0.03 –0.09 –0.13 –0.19 –0.11 –0.09
Poet +0.23 +0.25 +0.23 +0.23 +0.17 +0.17 +0.03 +0.05 –0.35 –0.33 –0.21 –0.21 –0.05 –0.09 –0.05 –0.07
Professor +0.07 +0.11 +0.07 +0.07 +0.19 +0.19 +0.19 +0.19 –0.21 –0.15 –0.21 –0.21 –0.05 –0.15 –0.05 –0.05
Psychologist +0.07 +0.07 +0.07 +0.05 –0.09 –0.07 –0.09 –0.07 +0.07 +0.07 +0.05 +0.09 –0.05 –0.07 –0.03 –0.07
Rapper +0.25 +0.25 +0.23 +0.23 +0.01 +0.01 +0.11 +0.09 –0.19 –0.17 –0.23 –0.23 –0.07 –0.09 –0.11 –0.09
Software Engineer +0.25 +0.25 +0.19 +0.19 +0.21 +0.21 +0.19 +0.19 –0.37 –0.31 –0.29 –0.27 –0.09 –0.15 –0.09 –0.11
Surgeon +0.19 +0.25 +0.17 +0.19 +0.21 +0.21 +0.21 +0.21 –0.35 –0.31 –0.27 –0.31 –0.05 –0.15 –0.11 –0.09
Teacher +0.01 +0.03 +0.01 –0.01 –0.19 –0.17 +0.05 +0.05 +0.21 +0.21 +0.15 +0.17 –0.03 –0.07 –0.21 –0.21
Yoga Teacher –0.27 –0.27 +0.01 –0.09 +0.03 +0.01 –0.15 –0.05 +0.07 +0.09 –0.01 +0.05 +0.17 +0.17 +0.15 +0.09

is achieved when the probabilities of a favorable outcome are equal between the groups [20],
meaning that all groups have equal proportion in top 10. Positive values indicate underrepre-
sentation (0.25 means absence), approaching zero suggests a positive change, while negative
values signify overrepresentation (-0.75 means exclusive presence). Distance from zero implies
a negative change in proportion. The proportion increases often have a positive effect overall,
meaning that the proportion was increased for the underrepresented groups, however, in some
situations the increase in proportion of one group negatively affects another group (e.g., the
occupation accountant is over-represented by men in the top 10, and regardless of this the Male
African-Asian-Latin group is increased in proportion affecting negatively the proportion of the
females group which are underrepresented).

RQ2: How to model the bias encoded in each occupation? Prior work [25] has applied
counterfactual intersectionality to datasets that contain a single ranked list. A recruitment
scenario is more complex and challenging, as usually a recruiter needs a ranked list of candidates
for each job opening, and the direction and degree of bias vary over occupations. For example,
some occupations are female dominated, such as nurse, while others are male dominated, such
as software developer [3]. Thus, for female dominated jobs one would want to increase the
proportion of the males, while for male dominated jobs to increase the proportion of the females.

Applying the causal model over all occupations fails to capture the variations of the bias
direction across the occupations. This results in creating counterfactual representations that
change the observed representations based on an overall estimated bias in the data, which does
not reflect the real bias associated with each occupation. Moreover, the bias estimates have



Table 2
Statistical parity of the predicted groups, highlighting underrepresented and overrepresented group,
in the top 10 by RankNet. OO – the model was trained and tested on original representations. CC –
the model was trained and tested on the counterfactual representations. CO – the model was trained
on counterfactual representations and tested on the original representations.

Female African-Asian-Latin Female European Male African-Asian-Latin Male European

Occupation OO CC CO OO CC CO OO CC CO OO CC CO

Accountant +0.13 +0.17 +0.13 +0.21 +0.17 +0.21 –0.23 –0.23 –0.19 –0.11 –0.11 –0.15
Architect +0.21 +0.19 +0.21 +0.13 +0.13 +0.13 –0.05 –0.03 –0.01 –0.29 –0.29 –0.33
Attorney +0.23 +0.19 +0.25 +0.13 +0.09 +0.09 +0.13 +0.21 +0.11 –0.49 –0.49 –0.45
Chiropractor +0.15 +0.13 +0.15 +0.11 +0.09 +0.11 –0.03 –0.07 –0.05 –0.23 –0.15 –0.21
Comedian +0.21 +0.19 +0.21 +0.19 +0.17 +0.21 –0.15 –0.19 –0.13 –0.25 –0.17 –0.29
Composer +0.23 +0.21 +0.25 +0.19 +0.15 +0.17 +0.13 +0.21 +0.17 –0.55 –0.57 –0.59
Dentist +0.01 +0.05 +0.03 +0.23 +0.23 +0.23 –0.35 –0.37 –0.43 +0.11 +0.09 +0.17
Dietitian –0.19 –0.07 –0.11 –0.21 –0.31 –0.21 +0.23 +0.23 +0.15 +0.17 +0.15 +0.17
Dj +0.25 +0.25 +0.25 +0.17 +0.13 +0.19 –0.19 –0.17 –0.19 –0.23 –0.21 –0.25
Filmmaker +0.05 +0.01 +0.05 +0.17 +0.11 +0.17 –0.13 –0.05 –0.07 –0.09 –0.07 –0.15
Interior Designer +0.11 +0.13 +0.11 –0.33 –0.23 –0.29 +0.17 +0.13 +0.15 +0.05 –0.03 +0.03
Journalist +0.11 +0.03 +0.13 +0.01 +0.07 +0.03 –0.21 –0.13 –0.21 +0.09 +0.03 +0.05
Model –0.15 –0.07 –0.11 –0.19 –0.23 –0.19 +0.09 +0.11 +0.07 +0.25 +0.19 +0.23
Nurse +0.01 +0.05 +0.05 –0.37 –0.39 –0.39 +0.25 +0.25 +0.23 +0.11 +0.09 +0.11
Painter +0.15 +0.21 +0.15 +0.01 –0.05 +0.01 +0.01 +0.05 +0.01 –0.17 –0.21 –0.17
Paralegal –0.01 +0.13 +0.01 –0.33 –0.19 –0.31 +0.15 +0.03 +0.09 +0.19 +0.03 +0.21
Pastor +0.23 +0.13 +0.17 +0.21 +0.21 +0.21 –0.05 –0.03 +0.07 –0.39 –0.31 –0.45
Personal Trainer +0.23 +0.23 +0.23 +0.01 –0.05 –0.03 +0.03 +0.09 +0.05 –0.27 –0.27 –0.25
Photographer +0.23 +0.17 +0.23 +0.15 +0.05 +0.11 –0.01 +0.09 –0.01 –0.37 –0.31 –0.33
Physician +0.17 +0.17 +0.17 –0.05 –0.11 –0.03 –0.05 +0.01 –0.03 –0.07 –0.07 –0.11
Poet +0.21 +0.19 +0.23 +0.15 +0.07 +0.19 –0.33 –0.19 –0.35 –0.03 –0.07 –0.07
Professor +0.13 +0.11 +0.09 +0.05 –0.01 +0.05 –0.03 –0.21 –0.05 –0.15 +0.11 –0.09
Psychologist +0.11 +0.01 +0.09 –0.09 –0.13 –0.09 +0.15 +0.07 +0.11 –0.17 +0.05 –0.11
Rapper +0.23 +0.21 +0.21 +0.23 +0.23 +0.23 –0.25 –0.23 –0.21 –0.21 –0.21 –0.23
Software Engineer +0.17 +0.23 +0.19 +0.23 +0.23 +0.23 –0.29 –0.21 –0.23 –0.11 –0.25 –0.19
Surgeon +0.19 +0.23 +0.19 +0.23 +0.21 +0.23 –0.33 –0.15 –0.31 –0.09 –0.29 –0.11
Teacher –0.11 –0.03 –0.09 –0.05 –0.03 –0.15 +0.17 +0.13 +0.19 –0.01 –0.07 +0.05
Yoga Teacher –0.17 –0.05 –0.17 –0.03 –0.07 –0.03 +0.11 –0.03 +0.11 +0.09 +0.15 +0.09

very small values, resulting in small changes of the scores and of the rank.
One solution is to estimate a causal model for each occupation, or for groups of occupations

with the same bias direction. We estimate a causal model for each occupation without grouping,
as there is no clear pattern for grouping the occupations due to the complexity added by the
intersectional groups. Results (Figure 2 - SingleOccupation) show that estimating a causal model
for each occupation captures the variations of bias in each occupation resulting in an increase
in proportion across the sensitive groups for most occupations. Another solution to capture the
variations of the direction of bias across occupations is to introduce a node in the causal graph
representing the occupation. This indicates that the occupation has an influence on the bias
present in the data, so that the bias estimate should be different for each occupation. Results
(Figure 2 - ModeledOccupation) are similar to estimating a causal model for each occupation.

RQ3: Does training a ranking model on the counterfactual representations create a
diverse ranking? Ideally, a model trained on fairer data would produce a fair ranking even
without access to sensitive attributes. We use the Ranklib [10] implementation of RankNet
[7], a pairwise learning to rank algorithm. Previous research [25] used ListNet [8], a listwise
approach, but we observed RankNet has a better performance on the BIOS dataset. RankNet



obtained an NDCG@10 of 48% as opposed to ListNet, which obtained 35%. The performance
of RankNet when trained on counterfactual representations did not decrease. When tested on
counterfactual representations it obtained 57%, compared to 48% on the original representations.

Figure 3 shows the distributions of the groups across occupations. The counterfactual
representations are computed using Model 1, but similar results were observed using Model 2.
Ideally we would want to see that RankNet trained on counterfactual representations (Count-
Count) creates a more diverse ranking in the top 10, and that when tested on the original
representations this still holds (Count-Orig). Results (Figure 3, Count-Orig) show that the
occupations for which the proportion is positively increased for at least one group are: attorney,
comedian, journalist, poet, software engineer, yoga teacher, dj, nurse, painter, photographer and
professor. Overall it seems it mostly increases the proportion for one of the under-represented
groups. For example, for professor, it does not increase the proportion for the Female European
group, but it increases it for the Female African-Asian-Latin group. There are occupations
where we can observe there is change in proportion but it affects negatively the balance in
proportion, increasing the over-represented groups.

Table 2 shows how far the proportion of the groups is from achieving statistical parity.
We confirm the results of previous research which showed that even when not knowing the
sensitive attributes, at inference time, some increase in proportion can be observed. However,
we observed this only for some occupations, and further investigation over when this holds
and when it does not, should be performed to be able to safely use a model to predict a fairer
ranking of the candidates without having access to the sensitive attributes.

5. Conclusion

In this work we consider the applicability of existing fairness methods to recruitment. Legal
requirements make many approaches difficult to use in practice, as access to special sensitive
attributes is limited. We argue that pre-processing methods are well-suited to creating a
diverse ranking of candidates, and we propose to use a counterfactual method to create fairer
representations for candidates. The counterfactual method additionally makes score adjustments
explicit, which can help satisfy transparency requirements. To apply this approach to the
recruitment scenario, it is necessary to either estimate a causal model for each occupation or
group of occupations, or to add a node representing the occupation to the causal graph.

This approach was evaluated on the BIOS dataset, where we show that a model trained on
the counterfactual representations can create a more diverse ranking, without having access
to sensitive attributes at inference time. These results confirm that modeling the occupation
is important in a recruitment scenario where different occupations may be associated with
different biases. While the BIOS dataset is a reasonable proxy, the data does not come from a
real recruitment scenario and may differ in several ways (e.g., distributions of people and bias
may differ from a real scenario, the dataset contains less detailed information about education
and work experience, and including artistic occupations might be unusual in a hiring process).

Future work could investigate under what conditions the counterfactual representations
lead to an increase in diversity that creates a balanced distribution of intersectional groups in
top-ranked positions, given real features for candidates such as education and work experience.
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