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1
Introduction

Information retrieval makes dealing with a large amount of textual data manageable.
Historians can select materials that are relevant to their research on a historical figure;
a business analyst can track the ups and downs of a company. Such scenarios are often
made possible by the following organizing units: entities.

Entities are commonly defined as things that have existence in the real-world, such as
persons, organizations, and locations [138]. Being identifiable, independent objects, they
make nice shortcuts to access information. To illustrate this in the context of Web search,
nowadays it is estimated that as many as 71% of Web search queries contain entities [136].
In most common situations, users attempt to find information about an entity by issuing a
query in the form of an entity (such as an entity plus a refiner, or the type of the entity).

An entity rarely stands on its own, however. Associations with other objects such as
related entities, attributes, and topics are also of importance when working with an entity.
For a user planning a vacation to a destination, for example, information related to the
destination such as weather, travel, and attractions are also likely to be relevant. For a
historian researching a particular figure, contextual information such as related persons
and events will be of great importance. For a business analyst exploring investment
opportunities, knowledge of supply chain and company products will be instrumental.
One way to represent entity associations with other objects is through knowledge graphs
[212]. Knowledge graphs typically encode information about entities with their types,
attributes, and relationships in a graph format: nodes represent entities or entity types,
edges represent relations.

Back to search. How can search systems benefit from understanding entity asso-
ciations? Modern search engines typically perform more than just document retrieval.
Multiple components are simultaneously shown in an aggregated search interface, e.g.,
direct answer snippets, knowledge cards, and related entities list (see Figure 1.1). To
make this possible, more and more search engines make extensive use of entity-oriented
information stored in knowledge graphs. The first, obvious use of entity associations
information is when displaying a summary of an entity in the form of a knowledge card.
To show the appropriate knowledge cards, queries which contain an entity need to be
interpreted and linked to the correct entities [24, 169]. Structured information in knowl-
edge graphs also allows search systems to provide direct answers by translating the query
into a structured format through semantic parsing [18, 251]. To provide another example,
having entity association information can also be used for recommendation purposes
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1. Introduction

Figure 1.1: An aggregated result in response to the query “Barack Obama.”

[20, 23, 255, 256]. Finally, knowledge graphs can be used to improve document retrieval
through query expansion [55] or modeling [199].

In this thesis, we investigate the main theme of entity associations for search. In partic-
ular, we study three kinds of association: entity-entity, entity-document, and entity-aspect
associations. Entity-entity associations are reflected through relations and all additional
attributes of the relations, such as temporal boundary. Entity-document associations con-
cern the relevance of a document with respect to an entity, and vice versa. Entity-aspect
associations consider the relationship between an entity and related pieces of information
attached to it. We touch upon various domains, starting with specific domains such as
humanities and business, and ending in Web search. In addition, we consider search in
a broad sense, exploring tasks beyond document retrieval such as object retrieval and
ranking, recommendation, and filtering.

1.1 Research Outline and Questions

The main theme of this thesis concerns entity associations. We aim to address the
following broad question: how can we compute different types of entity association for
search? When addressing this question, we consider three types of associations for entities:
entity-entity, entity-document, and entity-aspect associations. Individual work exploring
each type of association exists, but a thorough investigation of all three themes has not
been considered before.

2



1.1. Research Outline and Questions

Entity-entity associations

Our first theme is the association between an entity and other entities. In practice, such
associations manifest themselves in relations between a pair of entities. The relation can
be typed, i.e., it contains a specific semantic meaning, or not. In addition, these relations
can have additional attributes detailing the nature of the relations. We explore the notions
of non-typed, typed, and relation attributes in this first theme.

Driven by the need to support humanities researchers to explore large document
collections, we set out on our first study. Increasing digitization and curation of humanities
content in digital libraries gives rise to a new and interesting set of opportunities. New
methods to enable these researchers to work on such large collections are needed [146].
We begin our investigation by considering entity networks as a means of exploration. The
motivation is that providing an entity network would help users who are asking specific
questions about the network or trying to discover interesting, non-obvious connections.

Drawing inspiration from earlier work on related entity finding and relation extraction,
we formulate entity network extraction as the task of ranking related entities. Work on
related entity finding aims to find related entities of a specific nature given a narrative
of the expected relationships [36]. We rank related entities based on features derived
from text, without specifying the relationships. In this setting, entity connections are
formed only from their co-occurrence relationship in the text. In this first study, we ask
the following question:

RQ1 How do we rank related entities to support the exploration of a document collection
relying on signals from the text alone?

In our second study we go in a different direction. We focus on an important attribute
of relations: time. Some entity relation types are fluent, i.e., they have a specific beginning
and ending time [85, 112, 130]. Some examples of such fluent relation types are: work-for,
married-to, and attend-school relations. Enriching these relations with their respective
temporal boundaries can be important to support other tasks such as ranking related
entities when we want to incorporate the temporal dimension.

We focus on establishing temporal boundaries between two entities having confirmed
the relations between them. We assume entity relations are known, and the goal is to enrich
the relations with their temporal boundaries. The extraction of temporal information is
typically performed in three steps: (1) retrieval, detection and normalization of temporal
expressions, (2) classification of each piece of evidence, and finally (3) aggregation of
the evidence [112]. In this second study, we focus on the second step: temporal evidence
classification. As the number of possible ways to express temporal relations is large,
supervised approaches are ill-suited for this task. This challenge encourages us to turn to
distant supervision [160, 205, 213]. Our second study is devoted to a specific problem
with the distant supervision approach, captured by the following question:

RQ2 How can we effectively classify temporal evidence of entity relations?

In our last study on entity-entity associations, we return to ranking related entities in
the context of recommendations. At this point, we consider the types of entity relations,
assuming the existence of a knowledge graph with facts about entities and their connec-
tions. We study entity recommendations based on the notion of impact: tangible effect or

3
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consequence of an event involving a query entity to its related entities. In this task, we
explore the business and political domains and work with knowledge graphs containing
entities and relation types specific to these domains. In the political domain, for example,
the use case that we consider involves estimating the vulnerability of political allies when
a major event such as a corruption scandal strikes a politician.

Most work on entity recommendations is based on behavioral information in the Web
domain [23, 119], or based on content such as the textual context in which the query
entity appears [80, 127]. No previous work relies primarily on knowledge graphs and
the semantics of the connections alone for recommendations. We ask how such recom-
mendations can be generated assuming the existence of a knowledge graph. Knowledge
graphs are heterogeneous in nature, containing multiple object and relationship types.
Specifically in this study, we are particularly interested in the highly heterogeneous setting:
graphs with a large number of relation types and object types. In a lower heterogeneity
setting [126], it is feasible to learn the relative importance of each possible path directly.
With highly-heterogenous graphs, the number of unique paths grows exponentially. This
motivates us to find a solution that is able to model impact from a sequence of direct
relations. In this setting, we are interested in the following question:

RQ3 Given graph-based information of entity relations with types, can we effectively
recommend related entities based on their direct and indirect connections to a query
entity?

Entity-document associations

We move on to our second theme: the associations between entities and documents in
which the entities are mentioned. In practice, this type of association can be explored
in both directions, i.e., translated as the relevance of a document given an entity, or the
salience of an entity within a document. This type of association has been explored over
the years, for example in the context of expert finding [11] or entity ranking for query
understanding [200]. In both of these two scenarios, a ranking of documents mentioning a
set entities is first performed, and entity-document associations are later used to obtain a
ranking of these entities.

We study this type of association in the context of filtering documents for knowledge
base acceleration, in which we need to filter documents relevant to update a profile of an
entity, thus performing entity-centric document filtering [78]. In the context of search, this
is related to a classic information retrieval task: document filtering. Document filtering
aims to identify relevant documents given a dynamic, changing document collection, and
a standing query [4].

Different approaches for entity-centric document filtering have emerged over the
years, and they can be grouped into two main approaches: entity-dependent and entity-
independent. In entity-dependent approaches, one model is learned for each entity, while
in entity-independent approaches, a single model is learned to perform filtering for all
entities. Extrinsic signals from documents, tweets, and queries are known to be very
effective as they indicate an important event around entities [11]. For long-tail entities,
however, these signals might not be as prominent, making us consider intrinsic, i.e.,
in-document signals more. We focus our effort on long-tail entities, and ask the following
question:

4



1.2. Parallel Themes

RQ4 How do we filter documents that are relevant to update an entity profile, if the entity
is in the long-tail?

Entity-aspect associations

Finally, we look into the associations between an entity and its aspects. Entities are often
associated with attributes, types, distinguishing features, topics, or themes. We broadly
group this type of information under the heading “aspect.”

In our last study, we study entity aspects in the context of Web search, and define them
as common search tasks in the context of an entity. We focus on understanding aspects
from query logs. We go beyond common knowledge graphs in which relation schemas are
defined by a number of domain experts. Here we attempt to leverage users’ search queries
to decide which entity-related information is valuable. Collecting these entity aspects
is already valuable on its own, as it can help in determining the type of information for
prioritizing entity relations to complete when building and updating knowledge graphs, or
for designing presentation of entity profile in a search result.

Specifically, we study the problem of mining, ranking, and recommending aspects.
The first challenge to address here is understanding different expression of queries that
represent the same entity aspects. After that, we need to address the problem of estimating
the importance of the aspect, and the connection between different entity aspects as they
are asked by the users. We aim to answer the following question:

RQ5 How can we mine and represent common information needs around entities from
user queries? How do we rank and recommend them?

We tackle the five research questions that we have listed above in five research chapters.
Before moving on to the main contributions, in the next section we discuss other themes
running in parallel with the overall theme of entity associations in this thesis.

1.2 Parallel Themes

In addition to the main theme of entity associations, the work presented in this thesis can
also be examined from two other angles: (1) enriching and leveraging entities, and (2)
knowledge graph evolution. In this section, we connect these two additional angles with
the main theme that we have described earlier.

Concerning the first angle, enriching entities involves any attempt of extracting and
obtaining more contextual information about entities, e.g., temporal relations, documents
that are relevant to entities, and different aspects of entity-related information. As to
leveraging entities, we use these enriched entities to improve information retrieval in
general, through tasks such as ranking related entities, entity recommendation, and query
recommendation. In some settings, i.e., RQ2, RQ4 we are mostly concerned with enriching
entities, i.e., with temporal information and with new facts from a stream of documents.
In the setting of RQ3 we specifically focus on leveraging entities; that is, assuming the
existence of a knowledge graph, we generate recommendations from it. The bookending
studies, i.e., RQ1 and RQ5 involve both enriching and leveraging entities, as we enrich
entities with related entities and other aspects first, and also show how the enriched entities
can be used to support exploration and query recommendation.
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1. Introduction

The concept of knowledge graph is pervasive in this thesis. We observe different states
of knowledge graphs, starting from the simplest one, and ending with something that
goes beyond current well-known knowledge graphs, motivating the idea of knowledge
graph evolution. In the study of RQ1, we start with a fairly simple entity graph encoding
co-occurrence relations in a document. This graph is homogeneous in nature as only
co-occurrences between two entities are considered to connect two entities. In the setting
of RQ2, we have a full knowledge graph with different relations and aim to enrich known
relations with temporal information, attaching more information to the edges in the
graphs. In the setting of RQ3, we consider a knowledge graph with a large number of
relations, working with a highly-heterogeneous graph for entity recommendations. When
investigating RQ4, we step back and consider the task of filtering documents that can be
used to construct a knowledge graph from scratch or to update an existing knowledge
graphs with new information. Finally, in the setting of RQ5, we move beyond the current
notion of knowledge graph and enrich entities based on common information that users
ask, mined from query logs.

1.3 Main Contributions

In this section, we summarize the main theoretical, algorithmic and empirical contributions
of this thesis.

Theoretical contributions

Entity network extraction We describe how researchers can explore document collec-
tion through entity network extraction, formulated as the task of ranking related
entities.

Impact-based entity recommendation We introduce a novel notion of entity related-
ness: impact, and formalize the task of impact-based entity recommendations from
knowledge graphs.

Mining, ranking and recommending entity aspects We introduce the notion of entity
aspects and formalize three related tasks around it: mining, ranking and recom-
mending entity aspects.

Algorithmic contributions

Method for entity network extraction We propose a method to rank related entities
from text features based on statistical associations and linguistic features derived
using relation extraction strategies to support exploration of a document collection.

Method for temporal evidence classification We propose a method for temporal evi-
dence classification based on distant supervision that matches the distribution of
source (i.e., distant supervision) corpus and target corpus when generating training
examples automatically.
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Method for impact-based entity recommendations We propose two methods for impact-
based entity recommendations from knowledge graphs. We propose a probabilistic
model to perform sequential prediction on knowledge graphs, and a learning to rank
method based on features of query subgraphs.

Method for document filtering for long-tail entities We propose a method for docu-
ment filtering that is tailored to improving performance on long-tail entities. We
define three key intuitions concerning important documents in the document filtering
setting and formulate these notions as a document representation for filtering.

Methods for mining, ranking and recommending entity aspects We propose methods
for mining entity aspects from query logs by first performing entity linking on the
queries and grouping the query context terms. We collect these aspects from query
logs and propose methods for ranking and recommending them based on behavioral
features extracted from the query logs, and the semantic relatedness of the context
terms.

Empirical contributions

Entity network extraction We show that statistical association and relation extraction
can be combined to improve performance when ranking related entities given
a document collection. We identify common errors made with a co-occurrence
approach.

Temporal evidence classification We show that rebalancing class labels to an empirical
distribution can help improve the performance of distant supervision approaches.
We compare the effectiveness of different learning algorithms and sentence repre-
sentations in temporal evidence classification.

Impact-based entity recommendations We show how our proposed models can make
predictions in an efficient way while obtaining an improvement over a strong graph
proximity-based baseline. We learn that the learning to rank and graph-based
approaches are complementary in providing quality recommendations on the task of
impact-based recommendations. In addition, we learn that a graph-based approach
produces better recommendations when faced with non-trivial entity candidate
subgraphs.

Document filtering for long-tail entities We show that we can tailor document filtering
methods towards long-tail entities without sacrificing overall performance. We
compare the performance of our method on different query segments and identify
important features and representations that work particularly well in this setting.

Mining, ranking and recommending entity aspects We show that a combination of
lexical and semantic features is useful for grouping context terms required when
mining entity aspects. We learn that entropy-based methods are suitable to rank
entity aspects. As to aspect recommendation, we show that behavioral methods are
superior to a semantic approach, but having a semantic approach can complement
the behavioral approach in the event of sparsity.
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1.4 Thesis Overview

This thesis is organized into eight chapters. After a background chapter in the form
of a survey on related research areas, we continue with five research chapters and end
with a concluding chapter. Due to the diverse nature of the topics covered in this thesis,
additional in-depth background material and methodologies specific to each topic will be
introduced as required. We present the following chapters:

Chapter 2—Background Here, we start with an in-depth survey on knowledge graphs
from an information retrieval perspective. We examine information access tasks
related to knowledge graphs from two main directions: how information retrieval
techniques can be used to construct and enrich knowledge graphs, and how knowl-
edge graphs can be leveraged to improve information retrieval.

Chapter 3—Entity network extraction We introduce the task of entity network extrac-
tion, formulating this task as the problem of ranking related entities to support the
exploration of document collections. As the goal is to infer connections primarily
from the text without specifying the type or nature of each relation, we rely on
ranking related entities based on association measures extracted from text and
features inspired from relation extraction approaches.

Chapter 4—Temporal evidence classification We focus on the specific problem of an-
notating relations between two entities with temporal boundary. More specifically,
we focus on the task of temporal evidence classification: classifying a temporal ex-
pression in a sentence mentioning entity relations. We present a distant supervision
approach to solving the task, which attempts to match the distributions of the target
and distant supervision corpus.

Chapter 5—Impact-based entity recommendations from knowledge graphs Here we
continue the theme of the first research chapter: ranking related entities, albeit in a
different setting. In this chapter, instead of text a knowledge graph with multiple
relation types connecting entity pairs are now given. We consider a novel notion of
relatedness: impact, and formalize the task of impact-based entity recommendations.
In this task, the goal is to predict the propagation of impact given a query entity of
connected entities in a knowledge graph and rank the connected entities based on
the predicted impact for recommendations.

Chapter 6—Document filtering for long-tail entities We consider the task of docu-
ment filtering for entities in the context of knowledge base acceleration. Specifically,
we focus on long-tail entities for which fewer signals are available to perform fil-
tering. We propose and investigate several intrinsic features aimed to capture
the importance of a document, inspired by the notions of informativeness, entity-
salience, and timeliness. We propose a model that is entity-independent: learning
the characteristics of an important document without the specific descriptions of
each entity.

Chapter 7—Mining, ranking and recommending entity aspects We introduce and in-
vestigate the notion of entity aspect, defined as common search tasks in the context
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of an entity. We study three tasks: mining aspects of an entity, ranking aspects by
importance to an entity, and recommending other, related aspects given an input
aspect. We propose several methods for each task and perform experiments based
on a commercial search engine query logs.

Chapter 8—Conclusions We conclude by summarizing our main findings and pointing
out directions for future research.

1.5 Origins

This thesis is based on six publications in total. Here we list the original publications
on which the background and research chapters are based, including the role of each
co-author.

Chapter 2 This chapter is based on Reinanda, Meij, and de Rijke [188] “Knowledge
Graphs: An Information Retrieval Perspective,” submitted to a journal, 2017.
Reinanda wrote an initial draft of the survey. All authors contributed to the organi-
zation of the material, the synthesis, and the writing of the text.

Chapter 3 This chapter is based on Reinanda, Utama, Steijlen and de Rijke [185] “Entity
Network Extraction based on Association Finding and Relation Extraction,” pub-
lished at TPDL 2013. The design of the algorithm and experimental setup was due
to Reinanda and de Rijke. The experiments were carried out by Reinanda. Utama
and Steijlen mainly contributed to the construction of the dataset. All authors
contributed to the text.

Chapter 4 This chapter is based on Reinanda and de Rijke [184] “Prior-informed Distant
Supervision for Temporal Evidence Classification,” published at COLING 2014.
The design of the algorithm and experiments was mostly due to Reinanda. Both
authors contributed to the text.

Chapter 5 This chapter is based on Reinanda, Pantony, Meij, and Dorando [189] “Impact-
based Entity Recommendations from Knowledge Graph,” submitted to KDD 2017.
Reinanda led the development of the algorithms with contributions from the co-
authors. Reinanda carried out the experiments and the analysis. All authors con-
tributed to the text.

Chapter 6 This chapter is based on Reinanda, Meij, and de Rijke [187] “Document
Filtering for Long-tail Entities,” published at CIKM 2016. The design of the
algorithms and experiments was mostly due to Reinanda. All authors contributed to
the text.

Chapter 7 This chapter is based on Reinanda, Meij, and de Rijke [186] “Mining, Rank-
ing and Recommending Entity Aspects,” published at SIGIR 2015. All authors
contributed to the design of the algorithms and experiments. Reinanda performed
most of the experiments with contributions from Meij. All authors contributed to
the text.

9



1. Introduction

Finally, work on other publications also contributed indirectly to this thesis. Some of
these work involve multi-disciplinary collaborations:

• Cai, Reinanda, and de Rijke [42]. “Diversifying Query Auto-completions.” ACM
Transactions of Information Systems, 2016.

• Hicks, Traag, and Reinanda [101]. “Turning Digitised Newspapers into Networks
of Political Elites.” Asian Journal of Social Science, 2015.

• Hicks, Traag, and Reinanda [100]. “Old Questions, New Techniques: A Research
Note on the Computational Identification of Political Elites.” Comparative Sociol-
ogy, 2015.

• Reinanda, Odijk, and de Rijke [185]. “Exploring entity associations over time.”
Proceedings of Time-Aware Information Access workshop, 2013.

• Traag, Reinanda, and van Klinken [228]. “Structure of a Media Co-occurrence
Network.” Proceedings of European Conference on Complex Systems, 2014.

• Traag, Reinanda, and van Klinken [227]. “Elite Co-occurrence in the Media.” Asian
Journal of Social Science, 2015.
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2
Knowledge Graphs: An Information

Retrieval Perspective

In this chapter, we discuss related work on knowledge graphs from an information retrieval
perspective, surveying various tasks and approaches in this area. We identify different
sets of tasks related to knowledge graphs and information retrieval and group individual
tasks that are closely related. As our main organizing principle, we grouped the tasks in
two directions: information retrieval for knowledge graphs and knowledge graphs for
information retrieval.

We first introduce and standardize the terminology that will be used for the rest of this
chapter. As the work in this thesis is at the intersection of various fields, different termi-
nologies with different usage appear. Our discussion rests on the following definitions.
These definitions are partially based on [124, 153, 202].

Definition 1 (Entity) An entity is an atomic, identifiable object which can have an a
distinct and independent existence.

Definition 2 (Mention) A mention is a text segment which refers to an entity.

Definition 3 (Relation) A relation is an instance of relationship between two entities, of
which the nature of the relationships can be defined with a label.

Definition 4 (Attribute) An attribute is a specific characteristic of the entity which has
one or more values.

Definition 5 (Knowledge base) A knowledge base is a repository of entities with infor-
mation about their relationships and attributes in a structured or semi-structured format.

Definition 6 (Knowledge graph) A knowledge graph is a knowledge base represented as
a graph, specifically. In a knowledge graph, entities, attributes, relations are represented
through the nodes and edges in the graph.

Definition 7 (Entity profile) An entity profile is a textual description of an entity in a
knowledge base.
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2.1 Information Retrieval for Knowledge Graphs

In this section we discuss how information retrieval approaches can be used for improving
and updating knowledge graphs. Table 2.1 presents a brief overview of the general
taxonomy of tasks and approaches. We discuss each task in detail in the following
subsections.

We start our discussion with a fundamental entity-oriented task: entity recognition
and classfication (Section 2.1.1). Then, we touch on the issue of knowledge graph
construction and completion, starting with discovering entities (Section 2.1.2), filtering
relevant documents for entities (Section 2.1.3), and extracting relations between entities
(Section 2.1.4). Finally, we discuss paradigms and approaches for estimating a knowledge
graph’s quality (Section 2.1.5).

Table 2.1: Taxonomy of tasks and approaches.

Task and approaches Description

Entity recognition and classification (Section 2.1.1) Detect segments of entity men-
tions within a text and the entity
type.

rule-based Handmade rules based on gram-
matical, syntactic, ortographic
features, with dictionaries.

feature-based Supervised and semi-
supervised learning based
on grammatical, syntactic,
ortographic features.

embedding-based Learn and associate mention,
context and type labels in the
embedding space.

Entity classification (Section 2.1.1) Given an entity mention within
a context, decide whether it be-
longs to a type.

feature-based Supervised learning based on
token, syntactic, ortographic,
unigram and bigram features.

embedding-based Learn and associate mention,
context and type labels in the
embedding space.

extractor-based Extract type candidates based
on patterns, mention text, and
verbal phrases, rank semi-
supervised fashion.
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Entity discovery (Section 2.1.2) Decide whether a new entity
should be added as a new en-
try to a knowledge base.

linking-based Utilize the confidence score
from an entity linking system
to detect unlinkable entities.

feature-based Train classifier based on fea-
tures from timestamp and text
features in a supervised on
semi-supervised fashion.

expansion-based Discover new entities similar to
a number seed entities.

Entity typing (Section 2.1.2) Decide whether a type should
be assigned to annotate an en-
tity.

constraint-based Define a set of class constraints
and optimize through linear
programming.

embedding-based Learn the association between
an entity and type embedding.

graph-based Represent entities’ associations
with other entities, type context
descriptions, and entity descrip-
tions as a graph and optimize.

generative Build co-occurrence dictionary
of entities and context nouns,
learn translation and generation
probabilities.

Document filtering (Section 2.1.3) Decide whether a document
contains important information
about an entity.

entity-dependent Learn a model for every entity
based on lexical and distribu-
tional features.

entity-independent Learn a single model for all
entities based on distributional
features.

Relation extraction (Section 2.1.4) Extract entity relations from
text.

feature-based Extract feature based on rela-
tion context within sentences,
learn in a supervised fashion.
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kernel-based Design kernel functions to com-
pare object structure similarity
between training and test exam-
ples.

feature-based distant Extract features based on rela-
tion context aggregated from
multiple sentences, learn in
distanly-supervised fashion.

pattern-based extraction Learn an apply relation pattern
in a semi-supervised fashion.

open information extraction Extract relation-like facts with-
out speficying a schema.

Link prediction (Section 2.1.4) Predict new entity relations
given known relations.

latent feature models Learn latent features of entities
that explain observable facts
and apply to new entities.

graph feature models Predict existence of new edge
by learning features from the
observed edges in the graph.

Triple correctness prediction (Section 2.1.5) Estimate the likelihood of an
entity relation triple.

fusion-based Predict triple correctness by ag-
gregating predictions of indi-
vidual extractors.

Contribution quality estimation (Section 2.1.5) Predict the quality of a knowl-
edge base item (e.g., article).

feature-based Predict contribution quality
based on user contribution his-
tory, relation difficulty and user
contribution expertise.

graph-based Use the profile-editor and
editor-editor graph structure to
estimate the quality of con-
tributed text.

Vandalism detection (Section 2.1.5) Predict whether an edit in a
knowledge base is malicious.

feature-based Predict vandalism based on
content and context features.

2.1.1 Entity recognition and classification

Recognizing entities in text is a well-known problem and one of the most fundamental
entity-oriented tasks. The MUC-6 task [90] introduced the named entity extraction task
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and, later on, the CoNLL [222] and ACE evaluation campaigns [58] further drove research
in this area. The task of named entity recognition is formally defined as follows:

Definition 8 (Entity recognition) Given a piece of text s, detect segments of entity men-
tions m within the text.

After the recognition phase, the type of an entity can also be detected. We define this
entity classification task as follows:

Definition 9 (Entity classification) Given an entity mentionm within a context s, decide
whether m belongs to a type t ∈ T , where T is a type classification system.

Initially, the research in this area focused on classifying entities to broad classes such as
person, organization, location, etc. Later on, more fine-grained class hierarchies were
proposed, for instance by Sekine and Nobata [203].

Approaches

We discuss approaches to entity recognition and classification below. First, we discuss
approaches that solve both recognition and classification, and then we continue with
approaches that focus on the classification step only.

Entity recognition and classification The following approaches attempt to solve
entity recognition and classification jointly.

Rule-based approaches Early approaches to named entity recognition and classification
rely on dictionaries and handcrafted rules. A typical entity recognition rule could utilize
the following signals: literal string, word class, part-of-speech, and previous named entity
tagging label. A complex named entity tagger can be built by formulating and combining
sets of these rules [203].

Feature-based approaches Rather than specifying complex rules manually, supervised
learning approaches aim to learn to classify entities from data using contextual clues
similar to the rule-based approaches. Supervised learning approaches to entity recognition
utilize different classes of learning algorithms such as Hidden Markov Models [21], Deci-
sion Trees [201], Maximum Entropy [33], Support Vector Machines [6], and Conditional
Random Fields [149]. The problem is often formulated as a sequential classification
problem: tagging words within a sentence sequentially to indicate whether they are a part
of a named entity or not.

Feature-based approaches can also be trained in a semi-supervised fashion; starting
with a small number of seeds, building contextual clues relevant to these seeds, and then
generalizing the pattern to recognize new entities. Approaches belonging to this category
are presented in [51, 53, 172, 196].

Embedding-based approaches Ren et al. [190] propose a joint approach to entity
recognition and classification based on distant supervision. They perform phrase mining
to generate entity mention candidates and relation phrases and enforce the principle that
relation phrases should be softly clustered when propagating type information between
their argument entities. The type of each mention is predicted based on the type signatures
of its co-occurring relation phrases and the type indicators of its surface name. They
formulate the joint optimization problem for the type propagation and relation phrases
clustering tasks. This approach outperforms Stanford NER [74] on New York Times and
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Yelp corpora, achieving F1 scores of 0.94 and 0.79, respectively. On a Twitter corpus, it
achieves lower precision than Stanford NER, with higher recall.

Entity classification Approaches that focus on entity classification are either feature-
based, embedding-based, or extractor-based.

Feature-based approaches Ling and Weld [138] introduce a feature-based approach
for fine-grained entity recognition based on multi-label classification. They employ
features such as tokens, word shape, parts-of-speech tags, unigrams, or bigrams with
multi-label classifiers based on perceptron. All non-zero prediction scores are considered
as relevant types for entity mention m within a context s. The classifiers are trained with
automatically generated training data. To generate this data, they utilize linked segments
me in a sentence contained in the corresponding Wikipedia page for entity e, and retrieve
the type from Freebase. Some heuristics are employed to remove sentences that might not
be useful for training. When evaluated on a Wikipedia corpus, this approach outperforms
Stanford NER by 11%. In addition, it was shown that incorporating type information can
help improve the performance of relation extraction systems (Section 2.1.4).

Embedding-based approaches Dong et al. [59] introduce a hybrid neural model that
classifies entity mentions into a set of entity types derived from DBpedia. They introduce
a mention model to obtain the vector representation of an entity mention from the words
it contains. Another component, the context model, obtains the representation of the
contextual information around a mention. They utilize representations obtained from
the two components to predict the type distribution. The two representations are learned
from automatically generated training data based on linked entity mentions in Wikipedia,
similar to [138].

The mention model is built on Reccurrent Neural Networks (RNN). The vector of an
entity mention is computed from the vectors of the words in the mention. The goal is to
learn a global composition function and word embeddings from data. The representation
of phrase w1w2 is computed as follows:

p = f

(
W

[
w1

w2

]
+ bm

)
, (2.1)

where w1, w2 ∈ Rd×1 are single-dimensional word vectors, W the composition matrix,
bm the bias vector, and f a nonlinear function. The context model is based on a Multi-
Layer Perceptron (MLP). Context words are represented as low-dimensional vectors that
are different from the ones in the mention model. Context word vectors are concatenated
and fed into a hidden layer which produces a l dimensional vector. We can compute the
output of the hidden layer as:

h = f(H
[
c1, . . . , cs

]
+ bc), (2.2)

where ci are the word vectors, H ∈ RL×DS is the weight matrix, bc the bias vector and f
a non-linearity function.

The mention model and context model are jointly trained; they are both fed to a
softmax classifier that will compute type assignment distributions. During training, the
cross-entropy errors between the predicted and ground truth distributions are minimized,
and the errors are backpropagated to the two models. This neural model outperforms a
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strong feature-based approach [138], obtaining a 2.5% improvement without hand-crafted
features and external resources.

In contrast with the previous approach, Yogatama et al. [253] learn both instance
feature vectors and type labels to a low dimensional space Rd in d dimensions such
that the instance is close to its label in this space. Their approaches are based on type
embeddings that allow for information sharing among related labels. The score of an
entity type t and a feature vector x is obtained from the dot product of their embeddings:

s(m, yt; θx, θt) = f(m, θm) · g(yt, θt) = θmm · θtyt, (2.3)

where θx and θt are the network parameters, and f and g the mapping functions. In terms
of performance, this method also significantly outperforms [138], further confirming the
potential of neural methods for entity classification.

On a similar note, Ren et al. [191] propose an approach that is based on extracting text
features for entity mentions, performing joint embedding of entity mentions M and type
hierarchy T into the same low-dimensional space such that close objects also share similar
types. They estimate the type-path t∗ on the hierarchy T using the learned embeddings.
This search is performed in a top-down manner, selecting the most similar types based
on embeddings at every step. They introduce a novel embedding method to separately
model clean and noisy mentions and incorporate a given type hierarchy to induce loss
functions. They formulate a joint optimization problem to learn embeddings for mentions
and type-paths and develop an iterative algorithm to solve the problem. This method turns
out to be very successful, outperforming many feature-based and neural methods for entity
classification, including [59, 138, 253, 254].

Fine-grained entity typing systems are typically trained in a distant supervision manner,
utilizing labels from knowledge bases which might be incorrect in the local context
for some mention. Following-up on this problem, Ren et al. [192] perform automatic
identification of correct type labels for training examples, given the set of candidate type
labels from a type hierarchy. This noise reduction strategy is very effective, improving the
performance of [138] by up to 33.53%.

Extractor-based approach Extractor based-approaches are similar to feature-based
approaches, but they specifically limit the possible type assignments by applying a set of
extractors leveraging the following signals: patterns of explicit type mentions, specific
prefix or suffix of a mention, verbs following an entity mention, and types of entities
occurring in the similar context. Corro et al. [52] introduce a system that generates
candidate types using a sequence of multiple extractors, ranging from explicitly mentioned
types to implicit types, and subsequently selects the most appropriate type using ideas
from word-sense disambiguation. It does not rely on supervision in its extractor and
generates training data for type selection from WordNet, SemCor, and Ontonotes. Their
approach, FINET, first generates a set of candidate types using multiple extractors based on
patterns, mention text, verbal phrases, and related entities. After the candidates have been
generated, they select the most appropriate type with a Naive Bayes classifier utilizing
context features such as words in the sentence. They utilize WordNet to extract the
context features based on the type’s gloss and its neighbors’ glosses, their neighbors and
corresponding verbs. They later trained one classifier per coarse-grained types. Corro
et al. [52] show that FINET tends to be precision-oriented due to its conservative nature of
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suggesting types. In addition, its performance is superior to that of a strong feature-based
baseline, HYENA [254].

Relation to other tasks

Entity recognition and classification are fundamental tasks that enable many other down-
stream tasks. Multi-word expressions recognized as entity mentions can be used as
candidates for relation extraction [7] (see Section 2.1.4). The entity type detected in the
classification is an important feature for relation extraction systems [160]. The recognized
mentions can be used as candidates for entity linking (Section 2.2.1). In document filtering,
some important features are extracted by first the detecting mentions of entities in the
document (see Section 2.1.3).

Outlook

Although entity recognition and classification performance for English have achieved
a good performance for popular domains like news, achieving an F1 score of 90.90
on the CoNLL 2003 test set [173], this performance does not always translate to all
domains. Interesting research directions include domain-specific entity recognition and
entity recognition on lesser-resourced languages.

Recent work towards the first direction exist. Prokofyev et al. [179] consider the task of
named entity recognition for idiosyncratic document collections. Tao et al. [221] focus on
entity extraction in an enterprise setting, while Tang et al. [220] consider the task of entity
recognition and linking in a social media context. To improve the recognition performance
on a specific domain, encoding more background knowledge in the recognition and
classification algorithm is an interesting challenge.

For lesser-resourced languages, it would be interesting to apply transfer learning or
distant supervision approaches to improve the entity recognition. One way to achieve
this is by applying machine translation or a heuristic text alignment technique to generate
pseudo-training data for the lesser-resourced language.

2.1.2 Entity discovery and typing

The set of entities in a knowledge graph tends to evolve as new entities emerge over time.
To keep up with real world entities, we need to continuously discover emerging entities in
news and other Web streams [89]. Entity discovery originated as a subtask of TAC-KBP,
an evaluation campaign on entity linking and relation extraction [65]. We define the task
as follows:

Definition 10 (Entity discovery) Given a stream of documents S and an entity e, decide
whether e is a new entity that should be added as a new entry to a knowledge graph.

Related to the problem of discovering new entities is deciding which type(s) these
entities should belong to. In constrast with the entity clasisification problem which decides
entity types on the mention level, in entity typing we decide the type(s) of an entity based
on pieces of evidence in a corpus. We formally define the task as follows:
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Definition 11 (Entity typing) Given a set of documents De mentioning an entity e, de-
cide whether type t ∈ T should be assigned to annotate entity e, where T is a type system
in the knowledge graph.

Approaches

Below we group approaches to entity discovery and typing.
Entity discovery
Linking-based approaches Originally, approaches such as [125] and [182] utilize a

global threshold to recognize entities not found in the knowledge base by an entity linking
method. Entity linking systems, which attempt to link entity mentions in a text segment
to knowledge base entities, often generate confidence scores of the linking proces. One
of the early approaches to entity discovery extracts candidates of emerging entities from
unlinkable entities (the ones with low confidence scores).

Feature-based approaches Lin et al. [135] attempt to solve the problem of detecting
new entities based on their usage characteristics in a corpus over time. Their intuition is
that entities have different usage-over-time characteristics than non-entities. They define an
entity as a noun phrase that could have a Wikipedia-style article if there were no notability
or newness considerations. They address the task by training a classifier with features
primarily derived from a time-stamped corpus. Various statistics of entity usage from a
longitudinal corpus are extracted. Specifically, they utilize things such as slope, R2 fit, and
occurrence histories. In addition, word features of the noun phrases (e.g., capitalization,
numeric modifier) are also incorporated. To evaluate the approach, two annotators labeled
250 unlinked bigrams as entity, non-entity, or unclear. The proposed approach with all
features manages to classify 78.4% of the bigrams correctly, outperforming a named entity
recognition baseline and the proposed approach with individual features.

Graus et al. [87] present a distant supervision method for generating pseudo-training
data for recognizing new entities that will become concepts in a knowledge base. The
focus is in the setting of social streams, specifically. An entity linking system is applied
to identify concepts in each sentence in a document. The sentence is then pooled as
a candidate training example. A named entity recognition system is trained on this
automatically generated ground truth data. They hypothesize that new entities that should
be included in the knowledge base occur in similar contexts as current knowledge base
entities. They rely on features such as number of mentions, number of urls, average token
length, density, and length to sample tweets to be used for training. Their method achieves
45.99% precision and 29.69% recall when detecting new entities on a sample of Wikipedia
articles.

Wu et al. [242] propose an approach that learns a novel entity classifier by modeling
mention and entity representations into multiple feature spaces. They incorporate features
based on contextual, topical, lexical, neural embeddings, and query spaces. Contextual
features include supportive entities, alien entities, and dependent words. Semantic related-
ness is computed by the relatedness of the entity in an embedding space. Within the query
space, context words found in users’ search history surrounding the entities are included.
All of these features are combined to train a classifier based on gradient boosting trees.
The proposed approach outperforms two strong baselines [103, 182] on the AIDA-EE
dataset [103], achieving 98.31% precision and 73.27% recall for novel entity discovery.
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Hoffart et al. [103] focus on the most difficult case where the names of the new entities
are ambiguous. They propose a method to solve this problem by measuring the confidence
of mapping an ambiguous mention to an existing entity, and a new model of representing
a new entity with the same ambiguous name as a set of weighted keyphrases. They extract
descriptive keyphrases of a candidate emerging entity and compute the model difference
between existing and emerging entities. They later cluster different mentions with similar
keyphrases as a new emerging entity. Their approach relies on extracting keyphrases
related to existing entities and also candidate emerging entities. They retrieve the context
for high-confidence mentions, and identify keyphrases in these sentences by extracting all
sequences of predefined part-of-speech tag patterns, mainly extracting proper nouns and
technical terms.

Expansion-based approaches Expansion-based approaches leverage the existing cate-
gory and attribute information found in knowledge graphs and discover new entities with
similar attributes.

Bing et al. [22] develop a framework for Wikipedia entity expansion and attribute
extraction from the Web. That is, they discover new entities from the Web and extract
the corresponding attributes of these new entities. They take existing entities from a
particular Wikipedia category as seed input and explore their attribute infoboxes to obtain
clusters for the discovery of more entities belonging to the same category. They also
aim to find out the attribute value of these newly discovered entities. They develop a
semi-supervised learning model with conditional random fields to deal with the issues
of extraction learning and a limited number of labeled examples derived from the seed
entities. They make use of a proximate record graph to guide the semi-supervised learning
process. The graph captures alignment similarity among data records. Then, the semi-
supervised learning process can leverage the unlabeled data in the record set by controlling
the label regularization under the guidance of the proximate record graph.

Cao et al. [45] consider the task of target entity disambiguation: identifying target
entities of the same domain. They propose a graph-based model to collectively identify
target entities in short texts given a name list only. A large number of web queries are
related to product entities. Radhakrishnan et al. [181] consider the task of modeling the
evolution of product entities. More specifically, they tackle the problem of finding the
previous version of a product entity. Given a repository of product entities, they first
parse the product names using a CRF model. After grouping entities corresponding to
a single product, they solve the problem of finding the previous version of any given
particular version of the product, solved with Naive Bayes classifier. A common behavior
of users is to compare among various comparable entities for decision making, e.g.,
comparing phones, cars, etc. Jiang et al. [115] specifically address the task of discovering
which entities are generally comparable from the users’ viewpoint in the open domain.
They propose a model to learn an open-domain comparable entity graph from the users’
search queries. Their approach firstly mines seed comparable entity pairs from search
queries using predefined query patterns. Then, it discovers more entity pairs with a
confidence-based classifier in a bootstrapping fashion.

Entity typing Approaches to entity typing are either constraint-based, embedding-
based, graph-based, or generative.

Constraint-based approaches Nakashole et al. [163] consider the task of both discov-
ering and semantically typing newly emerging out-of-KB entities. Their method is based
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on probabilistic models that feed weights into integer linear programs that leverage type
signatures of relational phrases and type correlation or disjointness constraints. Their
solution leverages a repository of relation patterns that are organized in a type signature
taxonomy.

The candidate types to be assigned to an entity is determined based on the entity’s
co-ocurrence with a type relational patterns. Their method starts with generating a number
of confidence-weighted candidate types for entity e:

typeConf(e, t) =
∑

phrasei

∑
pj

sim(phrasei, pj) ∗ Γ, (2.4)

where t is the candidate type, e is the target entity, phrasei is a phrase that appears
between entity e and candidate type t, and pj is a signature associated to entity types. Γ is
a constant determined by association between entity, type, and pattern.

Finally, the compatible subsets for an entity e is decided with an Integer Linear
Programming (ILP) formulation. The constraint is that some types are mutually exclusive.
More formally:

max
∑
i

Tiwi, (2.5)

constrained on:
∀(ti, tj)disjointTi + Tj ≤ 1, (2.6)

where (ti, tj)disjoint are pairs of disjoint entity types, and Ti a decision variable that
indicates the assignment of the type t for an entity. Here, the goal of ILP is maximizing
the weight so that known disjoint types do not get assigned together for the same entity.
Types of emerging entities from news data are collected through crowdsourcing for
evaluation. Their best method achieves 77%-88% precision for detecting the types of
these news entities.

Similar to [163], Dalvi et al. [56] also present a method that employs class constraints
imposed by the ontology. They consider two kinds of type constraints: subset and mutual
exclusion. These constraints are finally incorporated within a Mixed-Integer program
(MIP) approach to estimate type assignment subject to the previous two constraints.

Embedding-based approaches Embedding-based approaches to entity typing learn
classifiers over sparse high-dimensional feature spaces that result from the conjunction
of elementary features of the entity mention and its context. Yaghoobzadeh and Schutze
[246] propose an embedding-based approach that combines a global model that scores
based on aggregated contextual information of an entity, and a context model that first
scores the individual occurrence of the entity and then aggregates the scores. In contrast
with named entity recognition, which only looks at occurrence in a particular context, they
aim to optimize both the corpus-level and context-level performance.

They contrast two models for this task: a global model that aggregates contextual
information about an entity e from the corpus then performs classification for each possible
type t. They also propose a context model that makes decision on each occurrence of
entity e within a context whether e expresses type t or not. Their global model utilizes
entity embedding ~v(e) and makes classes prediction based on a neural approach:

SGM (e, t) = Gt(tanh(Winput~v(e))), (2.7)
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whereWinput ∈ R(h×d) is the weight matrix from ~v(e) ∈ Rd to the hidden layer with size
h, and d is the dimension of the entity embeddings. Gt is a logistic regression classifier
that is applied to the hidden layer. The parameters are learned with Stochastic Gradient
Descent. The context model is defined as follows:

SCM (e, t) = g(Ue,t), (2.8)

where Ue,t is a set of local predictions on the contexts, and g is an aggregation function
applied on the local predictions, e.g., the mean. The local prediction is also learned
through a Multi Layer Perceptron:

Sc = Gt(tanh(Winputψ(c))), (2.9)

where ψ(c) is the feature vector of context c in the embedding layer, andWinput the param-
eters of the hidden layer. Evaluated on a subset of the ClueWeb12 corpus, this approach
achieves an F1 score of 0.545 for entity typing, obtaining a substantial improvement over
[135]

Graph-based approaches This type of approach models the relationships between
mentions, entities, and types. Mohapatra et al. [161] present a joint bootstrapping approach
for entity linking and typing. More specifically, they present a bipartite graphical model
for joint type-mention inference. They evaluate their approach by evaluating on entities
that appear in Freebase. Their typing approach is based on building models of contexts
referring to types.

Their approach relies on three signals: “entity neighborhood,” “language model,”
and “neighborhood match with snippet.” Entity neighborhood leverages the direct or
indirect information of type information from known parts of that knowledge graph; that
is, inferring an entity’s type based on types of related entities. The language model utilizes
mention contexts from Wikipedia annotated text. Finally, the last signal utilizes the linked
related entities in context.

Their inference approach is based on a graph-based method with maximum a posteriori
(MAP) labeling, a collective inference approach. They model the probability of a joint
assignment of entity mention m to type Te and entity em as:

logP (t, e) = α
∑
e

φe(te) + β
∑
m

φm(em) +
∑
e,m

γe,m(te, em)− const, (2.10)

where φe and φm are node log potentials, γe,m are edge log potentials, and α and β
parameters of the models. Node log potentials of each type are estimated from the entity
neighborhood signal, while the node log potential of the entity neighborhood is based on
the linked related entities signal. Edge log potential is estimated by the cosine similarity
of the language model. This graph-based method achieves 80% accuracy for classifying
entity types on the ClueWeb12 corpus.

Generative approaches Bast et al. [19] propose a method for assigning relevance
scores for entity type assignments. Their method makes use of existing facts in a distantly
supervised fashion. They generate pseudo training data by assigning entities with only
the given type or any specialization of it and negative examples based on people that do
not have that particular type in a knowledge base. With each entity (person in this case),
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they associate all words that cooccur with a linked mention of the person within the same
semantic context. They define a semantic context as a subsequence of the sentences that
expresses one fact from the sentence. They consider three algorithms: binary classification
based on the associated context words, counting profession words, and a generative model
similar to LDA or PLSI. The type distribution is later computed from the maximum
likelihood estimate by applying an Expectation Maximization procedure to infer the latent
variable.

Hovy et al. [108] present an approach to learn domain structure from unlabeled text.
They first generate candidate classes from the data, and then utilize syntactic constructions,
including: nominal modifiers, copula verbs, and appositions. They extract the entity and
proper noun pairs and collect their counts over a corpus to derive probability distributions.
In later work, Hovy [107] considers an unsupervised approach to learning interpretable,
domain-specific entity types from unlabeled text. It assumes that any common noun in a
domain can function as potential entity type, and uses those nouns as hidden variables
in a Hidden Markov Model. During training, the co-occurrence of entities and common
nouns are extracted from the data.

Relation to other tasks

As we have discussed earlier, entity discovery can be performed alongside entity linking,
utilizing linking confidence scores. We will discuss entity linking in detail in Section 2.1.3.
Document-filtering systems (Section 2.1.3) can be used to automatically build an initial
profile for a new entity discovered through entity discovery. Document filtering approaches
focused on the long-tail are especially useful in this case. Entity typing is related to fine-
grained entity classification at the mention level. Just as one of the previous methods
described, local mention classification can be incorporated to perform global decisions on
entity typing. Finally, entity discovery can be considered as a form of knowledge base
completion, as it complements a knowledge base by adding new entities.

Outlook

Below we discuss two types of future work related to entity discovery and typing: automat-
ically generating the description of newly discovered entities, and dealing with dynamic
typing systems.

Related to the task of discovering new entities is extracting their textual descriptions.
Hoffart et al. [104] develop a simple approach that allows searching for descriptions of
emerging entities in a user-friendly manner. They refine the method in [207], requiring
the user to provide a minimal description of an entity, that consists of a name and initial
keyphrases. Both approaches rely on having a human in the loop; it would be interesting
to explore purely automatic approaches to address this problem.

Dalvi et al. [56] address the challenge of discovering new entity types with exploratory
learning, which allows classification of datapoints to a new class not found in the training
data. Their approach can be improved by learning the association between a newly
discovered type and existing types. Another interesting direction is automatically labeling
each new type.
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2.1.3 Entity-centric document filtering
Document filtering has been a traditional task in TREC in the form of Topic Detection
and Tracking (TDT). TDT constitutes a body of research and an evaluation paradigm that
addresses event-based organization of broadcast news. The goal of TDT is to break the
text down into individual news stories, to monitor the stories for events that have not been
seen before and to gather stories into groups that each discuss a single news topic [4]. In
constrast with ad-hoc search where the collection is static, in topic detection and tracking
the queries are static while the document collection is dynamic and continously updated
in a streaming fashion.

Entity-centric document filtering is the task of analyzing a stream of ordered docu-
ments and selecting those that are relevant to a specific set of entities. Introduced as the
TREC KBA (Knowledge Base Acceleration) track [77], various approaches have been
proposed to tackle this problem. The task is formally defined as follows:

Definition 12 (Entity-centric document filtering) Given a stream of documents S and
an entity e, decide whether a document d ∈ S contains important information about e.

Approaches

Entity-dependent approaches When TREC KBA was first held in 2012, most methods
relied on entity-dependent, highly-supervised approaches utilizing related entities and bag
of word features. Here, the training data is used to identify keywords and related entities,
and classify the documents in the test data.

Liu et al. [141] present a related entity-based approach. They pool related entities
from the profile page of a target entity and estimate the weight of each related entity
with respect to the query entity. They then apply the weighted related entities to estimate
confidence scores of streaming documents. This approach achieves an F1 score of 0.277
on the TREC KBA 2013 dataset; the official name-matching baseline obtains the F1 of
0.290 that year.

Efron et al. [64] introduce an approach based on sufficient queries, that is, high-quality
boolean queries that can be deterministically applied during filtering. With this approach,
no scoring is necessary since retrieval of entity-centric documents is purely based on
these boolean queries. On the TREC KBA 2013 dataset, this sufficient query approach
achieves an F1 score of 0.316. Dietz and Dalton [57] also propose a query expansion
based approach on relevant entities from the KB.

Wang et al. [236] propose a novel discriminative mixture model based on introducing
a latent entity class layer to model the correlations between entities and latent entity
classes. This latent entity class is inferred based on information from a Wikipedia profile
and category. They achieve increased performance by inferring latent classes of entities
and learning the appropriate feature weights for each latent class. More formally:

P (r, z|e, d;α, ω) = P (z|e;α)P (r|e, d, z;ω), (2.11)

where P (z|e;α) is the probability of choosing the hidden entity class z given entity e
with the parameter α and P (r|e, d, z) the probability of the relevance of document d that
is assigned to latent document class z with respect to entity e; ω is the set of combination
parameters, i.e., the weight of the feature vector of the respective latent class z. Since the
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model includes latent classes, the parameters of the model are learned with the Expectation
Maximization (EM) procedure. In addition to entity features, their approach also takes into
account hidden class features. This approach achieves the state-of-the-art performance on
the TREC KBA 2013 dataset, obtaining an F1 score of 0.407.

Entity-independent-approaches Models that rely less on the specifics of each entity be-
gan to emerge later during the organization of the campaign. Balog et al. [16] propose one
such entity-independent approach. They study two multi-step classification methods for
the stream filtering task, contrasting two and three binary classification steps. Their models
start with an entity identification component based on alternate names from Wikipedia.
They introduce a set of features that became commonly used in the subsequent TREC
KBA campaigns. Evaluated on the TREC KBA 2012 dataset, this entity-independent
approach achieves an F1 score of 0.360, which is on par with the best performing methods
of that year. To gain more insights, Balog and Ramampiaro [11] perform an experimental
comparison of classification and ranking approaches for this task. Their main finding
is that ranking outperforms classification on all evaluation settings and metrics on the
TREC KBA 2012 dataset. Their analysis reveals that a ranking-based approach has more
potential for future improvements.

Along this line of work, Bonnefoy et al. [27] introduce weakly-supervised, entity-
independent detection of the central documents in a stream. Zhou and Chang [264] study
the problem of learning entity-centric document filtering based on a small number of
training entities. They are particularly interested in the challenge of transferring keyword
importance from training entities to entities in the test set. They propose novel meta-
features to map keywords from different entities and contrast two different models: linear
mapping and boost mapping.

Wang et al. [235] adopt the features introduced in [11] and introduce additional
citation-based features, experimenting with different classification and ranking-based
models. They achieve the best official performance for vital documents filtering in KBA
2013 with a classification-based approach, obtaining an F1 score of 0.330.

In contrast with previous years, TREC KBA 2014 focuses on long-tail entities, and
less than half of the entities in that test set have a Wikipedia profile [78]. In that year, Jiang
and Lin [114] achieves the best performance (F1 of 0.533) using an entity-dependent
approach that uses time range, temporal, profession, and action pattern features. Another
notable approach within that year summarizes all information known about an entity so
far in a low-dimensional embedding [44].

Relation to other tasks

Document filtering is related to other tasks mentioned in this chapter, in particular entity
recognition (see Section 2.1.1) and relation extraction, which we will discuss in the
next section. Running relation extraction systems on a collection with a large number
of documents can be very expensive computationally, which makes it difficult to apply
on a Web scale. Document filtering selects a pool of documents for relation extraction.
Document filtering can be used to help build an initial profile for entity discovery by
selecting relevant documents in which the entity appears. Document filtering uses named
entity recognition to extract entity features from the candidate document.

25



2. Knowledge Graphs: An Information Retrieval Perspective

Outlook

Two future directions can be identified for entity-centric document filtering: improving the
filtering performance on long-tail entities, and designing filtering approaches that can be
applied to unseen entities. In this direction, Reinanda et al. [187] introduces a document
filtering approach focused on long-tail entities (see Chapter 6). They introduce several
intrinsic features which can be extracted only from the documents, and study how they
learn a single, global model for entity-centric document filtering that can be applied to
long-tail entities and entities not found in training data.

2.1.4 Relation extraction and link prediction
Relation extraction originated in the original information extraction tasks of slot filling
that were first introduced in the Message Understanding Conference (MUC) series. The
ACE evaluation campaigns [58] formally defined and included the task in 2002. To build
a knowledge base from entity relations from scratch, relationships between entities must
be extracted, a task that is commonly known as relation extraction in the natural language
processing community. We define the task formally as follows:

Definition 13 (Relation extraction) Given a sentence s containing a pair of entities e1

and e2, decide whether e1 and e2 are connected through a relation of type r.

The incompleteness of knowledge graphs drives a lot of research in knowledge base
completion, in particular link prediction. The link prediction task can be formally defined
as follows:

Definition 14 (Link prediction) Given a set of facts F about entity relations, predict the
existence of new relations between to entities e1 and e2 within relation type r.

Approaches

We briefly discuss approaches to relation extraction and continue with more detailed
discussions on link prediction below. We refer to a survey on relation extraction by Bach
and Badaskar [7] for a more comprehensive introduction on relation extraction. The
discussion on link prediction methods is partially inspired by [166].

Relation extraction
Feature-based approaches Supervised methods for relation extraction are typically

grouped into two classes: feature-based and kernel-based methods. In the feature-based
methods, syntactic and semantic features are extracted from the text. Syntactic features
often include the entities, the types of the entities, word sequences between the entities,
and the number of words between the entities. Semantic features are derived from the
path in the parse tree containing the two entities [92, 118, 260].

Kernel-based approaches To take advantage of information such as parse trees and
to avoid generating features explicitly, kernel methods are introduced. Examples are
presented in their original representation, and a function within the machine learning
algorithm will compute the similarity between training examples within this rich represen-
tation. This rich representation can be in the form of a shallow parse tree or a dependency
tree [38, 54, 257].
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Distant, feature-based approaches Another way of dealing with generating training
data for distant supervision is based on pseudo-training data. Mintz et al. [160] pioneered
the work in this area. Later on, Alfonseca et al. [2], Hoffmann et al. [105], Riedel et al.
[194], Surdeanu et al. [214], Yao et al. [250] further refine the model by relaxing the
assumptions introduced in the original method. For example, Surdeanu et al. [214] achieve
this by assuming that at least one distant-supervision training example is correctly labeled.

More recently, Zeng et al. [258] propose a novel distant supervision model that
takes into account the uncertainty of instance labels during training. Their model also
automatically learns relevant features, avoiding the necessity of feature engineering. They
do so by adopting a convolutional neural network architecture with piecewise max pooling
to automatically learn relevant features. Semantic features include the path between the
two entities in the dependency parse.

Semi-supervised pattern extraction Since labeled data is expensive to create in large
quantities, some groups have started to investigate bootstrapping/semi-supervised ap-
proaches [1, 35]. The main idea is to start with a small number of seed relation instances,
learn a general textual pattern that will apply to these relations, and apply the newly discov-
ered patterns to discover more relations. Later on, web-scale approaches are introduced in
[67].

Open relation extraction In work by Banko et al. [17] relations are extracted without
normalizing them to a specific schema. Relation-like tuples are extracted from text after
learning how relations are typically expressed. Open relation extraction approaches are
based on features such as the existence of verb and capitalizations of words.

Link prediction Approaches to link prediction are either based on modeling latent
features or existing connections in graphs.

Latent feature models Latent feature models are related to tensor factorization. Fac-
torization models learn a distributed representation for each entity and each relation, and
make predictions by taking the inner products of the representations. Sutskever et al. [215]
are the first to propose the latent factor model approach to learning entity representations.
Their approach utilizes learning the lower-dimensional representation of an entity while
taking into account relation types by applying Bayesian clustering factorization techniques.
The distributed representation is learned for each argument of the relation. The probability
of each relation triple (a, r, b) is computed as follows:

f(a, r, b) = P (T (a, r, b) = 1|θ) =
1

1 + exp(−aTLRbR)
, (2.12)

where θ = aL, aR, R are the collective parameters of the model; aL,aR the vectors of
right and left arguments of the relation, respectively. R is the matrix. This model is a
part of stochastic bloc model that clusters entities and relations using a non-parameteric
process.

One of the simplest latent feature models is bilinear model. In [164, 165] RESCAL,
which predicts triples through pairwise interactions of latent features was proposed.
RESCAL works by modeling the score of a triple (a, r, b) as follows

f(a, r, b) = aTWrb =

Hc∑
i=1

Hc∑
j=1

wabraibj , (2.13)
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where Wk ∈ RHe×He is a weight matrix whose entries wijr specify how much the
latent features i and j interact in the r-th relation. It is a bilinear model that captures
the interaction between two entity vectors using a multiplicative term. A key feature
of this model is pairwise interaction. During training, both the latent representation of
entities and how they interact are learned. The method introduced in [110] also belongs to
this category. They focus on addressing the challenge of multi-relational data, in which
multiple relations between entities may exist. This model also has a bilinear structure.

The following methods utilize neural tensor networks. Socher et al. [209] introduce
an expressive neural tensor network suitable for reasoning over relationships between two
entities. Although most of the work in this area represents entities as discrete atomic units
or with a single entity vector representation, they show that performance can be improved
when entities are represented as an average of their constituting word vectors. They also
show that these entity vectors can be improved when initialized with vectors learned from
unsupervised large corpora. In addition, their model can classify unseen relationships,
extending their model from their previous work in [208]. In their model, each relation
triple is described by a neural network and pairs of database entities which are given as
input to the relation’s model. The neural tensor network replaces a standard linear neural
network layer with a bilinear tensor layer that directly relates the two entity vectors across
multiple dimensions. The model computes a score of how likely it is that two entities are
in a certain relationship. The prediction can be computed as follows:

f(a, b, r) = wTr g(aTW [1:k]b+ VR[ab] + bR), (2.14)

where g is a non-linearity, W the parameter containing pairwise interaction between two
latent factors, V the interaction between two entities, and bR a bias vector.

Some methods aim to learn structured embeddings. Bordes et al. [28] propose a
model that learns to represent elements of any knowledge base into a relatively low
dimensional embedding vector space. The embeddings are established by a neural network
whose particular architecture allows one to integrate the original data structure within
the learned representations. Specifically, the model learns one embedding for each entity
and one operator for each relation. They show that using kernel density estimation in
the embedding space allows us to estimate the probability density within that space so
that the likelihood of a relation between entities can be quantified. This approach also
basically combines a multi layer perceptron with bilinear models. Structured embedding
is a variant of latent distance models, i.e., it computes the distance between entities to
indicate relatedness:

f(a, b, r) = −
∣∣|WL

r a−WR
r b|
∣∣
1
, (2.15)

where Wr = [WL
r ;WR

r ] is the parameter that transforms the latent feature representations
of entities to model relationships for the relation r, and || · || a distance function.

Bordes et al. [30] propose SME, a semantic matching energy function that relies on a
distributed representation of multi-relation data. The embedding is learned with a neural
network whose particular architecture allows the integration of the original data structure.
A semantic energy function is optimized to be lower for training examples than for other
possible combinations of symbols. Instead of representing a relation type by a matrix, it is
represented by a vector that shares the status and number of parameters with entities.
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The following translation models are continuations of structured embeddings. The
main feature of translation models is that the mapping between two entities is obtained
by applying a relation vector, instead of matrix multiplication. Bordes et al. [29] also
propose TransE, a method that models relationships by interpreting them as translations
operating on the low-dimensional embeddings of entities. The intuition is that for two
entities x and y, the embedding of entity x should be close to the embedding of entity y
plus some vector that depends on the relationship between the two entities. It learns only
one low-dimensional vector for each entity and each relationship. Their main motivation
is that translations are the natural way of representing hierarchical relationships that are
commonly found in knowledge bases. The likelihood of a triple is defined as:

f(a, b, r) = −d(a+ r, b), (2.16)

where a, b are the representations of the entities, r the latent representation of relations,
and d a distance function that can be applied to these representations.

Later on, Wang et al. [238] propose TransH, an improvement of TransE that consider
certain mapping properties of relations including reflexive, one-to-many, many-to-one,
and many-to-many relations. In addition, they also propose a method to construct negative
examples to reduce false negative labels in training.

While TransE and TransH put both entities and relations within the same semantic
space, an entity may have multiple aspects and various relations may focus on different
aspects of entities. Lin et al. [137] propose TransR, a method to build entity and relation
embeddings in separate spaces and then build translations between projected entities.
Recently, Yang et al. [248] show that existing models such as TransE and TransH can be
generalized as learning entities as low-dimensional vectors, and relations as bilinear/linear
mapping functions for these entities. Ji et al. [111] propose a method to model knowledge
graphs. They define two vectors for each entity and relation. The first vector represents
the meaning of an entity or a relation. The other vector represents a way to project an
entity embedding into a relation vector spaces. This means that every entity-relation pair
has a unique mapping matrix. Luo et al. [148] also consider the problem of embedding
knowledge graphs into continuous vector spaces. Existing methods can only deal with
explicit relationships within each triple (local connectivity patterns) while ignoring implicit
relationships across different triples (i.e., indirect relationships through an intermediate
node). They present a context-dependent KG embedding method that takes into account
both types of connectivity patterns and obtains more accurate embeddings.

Graph-based models Rather than learning the features of each entity and their pairwise
interactions, graph-based random walk models utilize observed features found in the
existing connections. One such model is the Path Ranking Algorithm (PRA) [126] that
performs random walks of bounded lengths to predict relations. PRA learns the likelihood
of each relation path, combining a bounded number of adjacent relations.

PRA ranks an entity e with respect to a query entity q by the following scoring
function:

s(e; θ) =
∑

p∈P(q,l)

hq,eθp, (2.17)

where h represents the number of subpaths connecting two entities, and θ the weight of
the path learned from training data.
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One advantage of random walk models compared to latent factor models is their
computational simplicity, although they tend to have lower inference accuracy due to the
sparsity of connections in the graph. Gardner et al. [84] aim to improve the effectiveness
of PRA by enriching knowledge graphs with additional edges. These additional edges are
labeled with latent features mined from a large dependency-parsed corpus of 500 million
Web documents. This enrichment is important to successfully improve the performance of
PRA. Kotnis et al. [123] propose a method for knowledge base completion using bridging
entities. Previous work has enriched the graph with edges mined from a large text corpus
while keeping the entities (i.e., nodes) fixed. They augment a KB graph not only with
edges but also with bridging entities mined from web text corpus. PRA is then applied to
perform KB inference over this augmented graph, which helps to discover more relations.
Another work on improving the performance of random walk models by addressing the
sparsity issue is introduced in Liu et al. [140]. They propose a hierarchical random-walk
inference algorithm which addresses the main problem of random walk models. They
assume that entity relations are semantically bidirectional and exploit the topology of
relation-specific subgraphs. From these assumptions, Liu et al. [140] design a model that
combines the global inference on an undirected knowledge graph with the local inference
on relation-specific subgraphs.

Gardner and Mitchell [83] extend PRA in a different way than [84, 123, 140]. They
propose a simpler random walk algorithm that generates feature matrices from subgraphs.
This method is proven to be more expressive, allowing for much richer features than paths
between two nodes in a graph.

Another simple random walk model that uses observed features is proposed in [225].
It shows the effectiveness of observed features in comparison to latent feature models
for knowledge base completion. They show that the observed features model is most
effective at capturing the information present for entity pairs with textual relations, and a
combination of the two combines the strengths of both model types. They incorporate
both observed features from knowledge graph and also textual evidence, similar to [195].
Later on, Toutanova et al. [226] propose a model that captures the compositional structure
of textual relations and jointly optimizes entity, knowledge base, and textual relation
representations. The proposed model significantly improves over a model that does not
share parameters among textual relations with common sub-structure.

Relation to other tasks

Relation extraction uses entity recognition (see Section 2.1.1) for candidate selection and
features extraction; the documents from which the relations will be extracted are annotated
with entity recognition. Relation extraction typically will only run on a selected pool of
documents. Therefore it requires a document filtering component to run on the initial
corpus. The output of relation extraction needs to be estimated by quality estimation
components, which we will discuss in Section 2.1.5.

Entity relations extracted by the relation extraction and link prediction components
will be leveraged by entity linking (Section 2.2.1), document retrieval (Section 2.2.2),
entity retrieval (Section 2.2.3), or entity recommendation (Section 2.2.4).
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Outlook

Interesting research directions on relation extraction and link prediction include the
following: leveraging multiple sources for knowledge base completion and targeted
knowledge base completion with a budget. We briefly discuss these directions below.

On the first direction, Zhong et al. [263] study the problem of jointly embedding a
knowledge graph and a text corpus. The key issue is the alignment model which makes
sure that the vector of entities, relations, and words are in the same space. They propose
an alignment model based on the text description of entities. A possible extension of
this work would be incorporating semi-structured data (e.g., extracted open relations) in
combination with existing facts and text data for knowledge base completion.

Targeted knowlege base completion aims to discover new facts on specific relation
types or entities. In this context, West et al. [240] propose utilizing a question-answering
inspired approach for performing targeted relation completion. Hegde [97] aim to over-
come the challenge of knowledge graph sparsity by focusing the completion on a set of
target entities only. A possible, interesting extension along this line of work is a targeted
knowledge base completion system with a budget; i.e., a system that can automatically
make the decision on which entities or relations to be targeted first given a limited re-
source/budget. Adapting techniques from reinforcement learning would be suitable in this
setting.

2.1.5 Quality estimation and control

Quality estimation of knowledge graphs can be considered a new area that is developing.
Little work has been devoted towards ensuring the quality of facts contained in knowledge
graphs. Work on this field can be divided into three paradigms: triple correctness
estimation, contribution quality estimation, and vandalism detection. Below we discuss
approaches related to each paradigm.

Approaches

Triple correctness prediction This paradigm focuses on estimating the correctness of a
knowledge base relation triple

Fusion-based approaches Dong et al. [60] estimate the probabilities of fact correctness
from multiple sources. They combine confidence scores from several text-based extractors
and prior knowledge estimated based on known facts from existing knowledge repositories.
These scores are then fused through and converted into a probability with a technique
called Platt scaling. Their approach utilizes multiple relation extractors based on the
text, html structure, and microformat annotations on the Web. They fuse the output of
this system with a graph-based prior inferred from the current state of the knowledge
graph. They consider two methods to compute the graph-based priors: (1) Path Ranking
Algorithm (PRA) [126], and (2) an embedding method based on Multi Layer Perceptron.

The multi layer perceptron model is obtained by first performing a low-rank decom-
position of the knowledge graph represented as the tensor E × P × E, obtaining the
embedding entity, relation, and the other entity in the lower dimensional representation.
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The probability can be computed as follows:

P (G(s, p, o) = 1) = δ
( K∑
k=1

uskwpkvok)
)
, (2.18)

where k is the dimension of the embedding, and ~u, ~w,~v represent the embeddings. The
output of the extractors and priors are then combined as features in a feature vector. Then,
the weight of each feature is learned through a classifier such as linear logistic regression,
or ensemble decision trees. To evaluate the performance of individual and combined
approaches, Dong et al. [60] first generate a set of confident facts, i.e., facts which have
estimated probability of being true above 90%. Then, they sample a balanced number
of triples per relation type from this set, and compare the triples against the triples in
Freebase.

The following are follow-up work to [60]. Dong et al. [61] compare different methods
of aggregating knowledge, inspired by data fusion approaches. An approach to finding the
systematic error during data extraction was proposed in [237]. Finally, Dong et al. [62]
propose a method to decompose errors made during the extraction process and factual
errors in the web source. The extraction performance is also evaluated by comparing the
extracted triples against Freebase.

Contribution quality estimation This paradigm focuses on estimating the quality of
a contribution on knowledge graphs,

Feature-based approaches Tan et al. [218] present a method for automatically predict-
ing the quality of contributions submitted to a knowledge base. The proposed method
exploits a variety of signals, including the user’s domain expertise and the historical
accuracy rates of different types of facts; this enables the immediate verification of a
contribution, significantly alleviating the need for post-submission human reviewing.

The following signals are considered for prediction:

• User contribution history These features are meant to capture a user’s reputation
based on previous user’s contributions, such as the total number of prior contribu-
tions, total number of correct contributions, and fraction of correct contributions.

• Triple features Triple features are aimed to capture the relative difficulty of each
relation. This difficulty is estimated from the historical deletion rate of that particular
predicate.

• User contribution expertise Users expertise is estimated based on previous contri-
butions. They consider three different concept space: LDA topics, taxonomy, and
triple predicate.

Tan et al. [218] introduce a new evaluation metric: relative error reduction (RER).
Their proposed approach achieves the RER of 60%, a substantial improvement over
baselines based on the following strategy: majority, users’ contribution history, and users’
long term contribution quality.

In line with previous work, Flekova et al. [76] study the user-perceived quality of
Wikipedia articles. They utilize the Wikipedia user feedback dataset, which contains 36
million Wikipedia article ratings contributed by ordinary Wikipedia users. The ratings
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incorporate the following quality dimensions: completeness, well-writtenness, trustwor-
thiness, and objectiveness. They select a subset of biographical articles and perform
classification experiments to predict their quality ratings along each of the dimensions,
exploring multiple linguistic, surface and network properties of the rated articles.

Graph-based approaches Li et al. [131] consider the problem of automatically as-
sessing Wikipedia article quality. They develop several models to rank articles by using
the editing relations between articles and editors. They develop a basic quality model
based on PageRank. They represent articles and editors as nodes connected by edges
that represent editing relations. The articles will are ranked by node value. To take into
account multiple editors, they incorporate contributions made to an article and utilize
these as edge weights during the PageRank computation.

Vandalism detection This paradigm focuses on detecting intentional vandalism action
on structured and semi-structured knowledge bases. Vandalism is defined as malicious
insertion, replacement, or deletion of articles.

Feature-based approaches Heindorf et al. [98] introduce a corpus for vandalism
detection on Wikidata and perform some initial analysis on vandalism on this particular
corpus. Later on, Heindorf et al. [99] propose a set of features that exploit both content
and context information. Content features include features at the character, word, sentence,
and statement level. These include capitalizations, character repetitions, profane/offensive
words, and changes of suspicious lengths. Context features include things as the user,
item, and revision features.

Research on vandalism detection originally spawned on unstructured and semi-
structured knowledge bases, e.g., Wikipedia. Potthast et al. [177] were the first to render
vandalism detection as a machine learning task. They compile some features for detecting
vandalism on Wikipedia. Their method works at the edit level, where each edit consists
of two consecutive revisions of a document. Each edit is then represented as a feature
vector in which the classifier is applied. Currently, all vandalism detection approaches are
feature-based.

Relation to other tasks

As we have discussed earlier, quality control has direct connections to relation extraction
and link prediction (Section 2.1.4). In these two tasks, we would like to estimate the
probability of extracted triples to be true. The correctness of entity relations can be
incorporated in entity recommendation systems (Section 2.2.4) or entity retrieval systems
which use relations between entities as features (Section 2.2.3). Any approaches that use
entity profiles, such as document retrieval (Section 2.2.2), can benefit from the quality
estimated by the estimation methods.

Outlook

We expect quality estimation models that take into account multiple sources, e.g., both
text and graphs with more complex features to appear in the future. Such models can
incorporate features extracted from articles or triples with relationship information be-
tween contributors or items. Alternative validation strategy is also an interesting research

33



2. Knowledge Graphs: An Information Retrieval Perspective

direction. One such strategy is presented in [232], in which video games are used for
validating and extending knowledge bases.

2.2 Knowledge Graphs for Information Retrieval

In this section, we discuss how knowledge graphs can be used to help address various
modern information retrieval tasks. Table 2.2 presents a brief overview of the general
taxonomy of tasks and approaches.

We start our discussion with a fundamental task: entity linking (Section 2.2.1). Next,
we discuss how entities detected in queries and documents can be used to improve
document retrieval (Section 2.2.2). After that, we focus on the task of retrieving entities
with respect to a query to satisfy an information need (Section 2.2.3), and continue with
recommending related entities given an query entity (Section 2.2.4). To close this chapter,
we discuss an emerging task: explaining relationships between entities (Section 2.2.5).

2.2.1 Entity linking

The goal of entity linking is to enrich a text with links to encyclopedic knowledge. Entity
linking has its roots in natural language processing (i.e., evolved from cross-document
coreference resolution) and database (record linkage). The specific task of linking entities
to Wikipedia entry was popularized in [155] and later developed as one of the main tasks
in the TAC KBP evaluation campaign [65]. The task is formally defined as follows:

Definition 15 (Entity linking) Given a piece of text t, detect segments of entity mentions
m within the text, and link them to an entry e in a knowledge base KG.

A way of detecting such segments is through entity recognition, which we discussed in
Section 2.1.1.

Approaches

Approaches to entity linking can be categorized into feature-based, graph-based, neural,
and joint approaches.

Feature-based approaches Early work on entity linking was based on individual and
intuitive features. In the early papers in this area, Mihalcea and Csomai [155] introduce
the notion of keyphraseness: the probability of a term to be selected as a keyword in a
document. Medelyan et al. [150] propose the notion of commonness: the overall popularity
of a candidate entity as a target given a mention. Milne and Witten [159] introduce the
notion of relatedness: the semantic similarity of two entities obtained from their incoming
and outgoing links to related entities. They were the first to propose a machine learning
approach to entity linking by combining the commonness and relatedness features. More
sophisticated feature-based models incorporate signals derived from various sources.

Maximizing the relatedness of relevant entities selected as a reference will minimize
disambiguation errors. Ceccarelli et al. [46] address the problem of learning entity relat-
edness functions to improve entity linking. They formalize the problem of learning entity
relatedness as learning a ranking function and show that their machine-learned function
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Table 2.2: Taxonomy of tasks and approaches.

Task and approaches Description

Entity linking Link an entity mention in text to an entry in a
knowledge base.

feature-based Disambiguate entity mention with features from
entity, mention, and context.

graph-based Disambiguate entity with context and coher-
ence features, i.e., linking of other entities.

neural Learn representation of entity and context, com-
pare the similarity when disambiguating entity
mention.

joint modeling Learn model to perform entity linking and an-
other task jointly.

Document retrieval Retrieve documents given a query.
query expansion Expand queries and document with entities and

learn the associations.
latent factor modeling Model object as a latent space between query

and document, incorporate latent space in re-
trieval.

entity-based language modeling Incorporate term sequences marked as entities
when building the language models of a query
and a document.

Entity retrieval Retrieve relevant entities given a query.
language modeling Retrieve entities by matching query with entity

descriptions or mentioning documents.
neural language modeling Learn latent representation of query and entities,

compare for retrieval.
multi-fielded representation Represent an entity as a multi-fielded document,

learn to rank on the multi-fielded document rep-
resentation.

Entity recommendation Recommend related entities given an entity
and/or context.

heuristic Estimate statistical association between entities
from text.

behavioral Recommend entities based on similar users’ in-
terest.

graph-based Recommend entities based on the connetions in
graph.

Relationship explanation Explain the relationship between a pair of enti-
ties.

instance-based Explain relations by selecting a set of key re-
lated entities.

description ranking Generate candidate description from external
text source, rank based on various features.
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performs better than previously proposed relatedness functions. Finally, they show that
improving this ranking-based relatedness function also improves the performance of
state-of-the-art entity linking algorithms. Similar to previous work in [46], Charton et al.
[47] aim to leverage mutual disambiguation for entity linking. This goes with the idea
that entity linking should maximize the relatedness of the entities in the candidate set.

Another similar work along this line is presented in [91]. When performing entity
linking in microblog posts, they leverage additional resources, in particular, extra posts.
First, they expand the post context with similar posts, i.e., they construct a query with
the given post and search for more posts. Disambiguation will benefit from the extra
posts if they are related to the given post in context and contain additional signals for
disambiguation.

Graph-based approaches Some approaches perform entity disambiguation collectively,
optimizing the coherence between candidate entities. Hoffart et al. [102] combine three
important intuitions: the prior probability of an entity, the similarity between the context
of a mention and a candidate entity, and also the coherence among candidates entities for
all mentions together. Other seminal work includes [73, 182].

Recently, Alhelbawy and Gaizauskas [3] attempt to solve the disambiguation problem
with a graph-based approach. They perform the disambiguation collectively by represent-
ing candidate entities as nodes and associations between different candidates as edges
between the nodes. They rank the nodes with PageRank and combine it with an initial
confidence score for candidate selection. Also, Ganea et al. [81] introduce a probabilistic
entity linking approach that disambiguates entity mentions collectively. Disambiguation is
performed by considering both the prior of entity occurrences and local information cap-
tured from mentions and their surrounding context. They rely on loopy belief propagation
to perform approximate inference. Their approach relies on three sources of information:
probabilistic name to entity map derived from a large corpus of hyperlinks, pairwise
co-occurrence estimated from a large corpus, and contextual entity words statistics.

Neural approaches Cai et al. [43] propose an entity disambiguation model based on
deep neural networks. Instead of utilizing simple similarity measures and their disjoint
combinations, they directly optimize the document and entity representations. Their
approach utilizes auto-encoders to learn an initial document representation in an unsuper-
vised manner (pre-training). This is later followed by a supervised training to make the
representation closer to a given similarity measure.

Joint approaches Recently a suite of related work which aims to jointly perform entity
recognition and linking has appeared. Cross-document coreference resolution is a task that
is closely related to entity-linking. The goal in this task is to compute equivalence classes
over textual mentions denoting the same entity in a document corpus, without explicitly
linking them to a knowledge graph entry, in contrast to entity linking. Dutta and Weikum
[63] try to jointly solve the problem of cross-document coreference resolution and entity
linking. Their method is unsupervised, where the output of the coreference resolution and
informs the entity linking, and vice versa. The coreference resolution and linking steps
are performed alternately in an iterative fashion that focuses on the highest-confidence
unresolved mentions. Sil and Yates [206] propose a re-ranking approach for joint entity
recognition and linking. They propose a joint model for these tasks by retrieving a large set
of candidates of entity recognition and linking, and later ranking pairs of candidate-entity
mention. The joint model is used to re-rank candidate mentions and entity links produced
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by base recognition and linking models. Luo et al. [147] also propose a method that takes
into account the mutual dependency between entity recognition and entity linking. If their
entity recognition component is highly-confident on its output of entity boundaries and
types, it will encourage the linking of an entity which is consistent with this output. The
approach introduced in Mohapatra et al. [161] that jointly addresses linking and typing
and that we have discussed earlier in Section 2.1.2 also belongs to this category.

Relation to other tasks

Entity linking might employ an entity recognition system as a way to perform mention
detection. Entity linking techniques are important in enabling other tasks. Performing
entity linking can help improve document retrieval (see Section 2.2.2). In principle, other
tasks that rely on entity-document features can be improved by having a reliable entity
linking system, as it would reduce the noisy features obtained by incorrect entity-document
associations. Entity linking is also important to resolve entities for relation extraction
to comlete a knowledge graph (Section 2.1.4). As we have discussed earlier, linking
confidence is sometimes used as a strategy for entity discovery (Section 2.1.2)

Outlook

Interesting future directions for entity linking include the following: linking on queries,
and linking with sparse knowledge graphs.

Entity linking in queries is still a challenging problem, because of the limited context
available. Pantel and Fuxman [169] first consider entity linking in queries, estimating the
relevance between a query string and an entity from query-click graphs. An improved
approach to linking entities in queries using contextual information and semantic matching
is presented in [24]. Blanco et al. [24] learn entity representation using contextual
information from Wikipedia. Their approach can be extended by incorporating more
contextual information from news, related queries, and trends. Learning useful signals
from this contextual information is an important direction.

Entity relatedness information is an important signal for entity linking. Unfortunately,
this relatedness information will be very sparse for long-tail entities. Developing alterna-
tive ways to infer entity relatedness from various sources, and integrating them for linking
purposes, is an interesting and important challenge. Additional sources than can be used
to complement such sparse knowledge graphs can be obtained by retrieving documents
from the Web.

2.2.2 Document retrieval

There is little work in leveraging knowledge graphs to improve document retrieval directly.
Understanding how to leverage entity annotations of text to improve ad hoc document
retrieval is an emerging and open research area. Here we discuss some of the existing
attempts of leveraging knowledge graphs for retrieval.

In this section, we discuss work that leverages entity-oriented information to improve
document retrieval. We formally define document retrieval in this setting as follows.
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Definition 16 (Document retrieval) Given a query q and a collection D, retrieve and
rank documents m that are relevant to the query.

Approaches

Approaches to document retrieval that leverage entity-oriented information can be grouped
as follows: expansion-based, latent factor modeling, and language modeling approaches.

Expansion-based approaches Some of this work can be considered as a variant of
query expansion. Dalton et al. [55] propose to employ query expansion techniques called
entity query feature expansion (EQFE) which enriches the query with features from
entities and their links to knowledge bases, including structured attributes and text. They
experiment with both explicit query annotations and latent entities.

They introduce EQFE, entity query feature expansion model, which works as follows:

• Preprocessing First, documents are preprocessed with entity linking and additional
information obtained from knowledge graphs are indexed as different fields of the
document.

• Query annotation At query time, the query will also be preprocessed with entity
linking, providing annotations for all entity mentions in the query.

• Expansion from feedbacks Two kinds of feedback are then considered for ex-
pansion: 1) KB feedback, in which the query is issued against knowledge graph
entries index to retrieve related entity distributions, and 2) corpus feedback, in
which related entities are obtained from the retrieved documents.

The different expansion strategies include related words, entities, mentions, types,
categories and neighbors. Each different expansion strategy can be incorporated as a
field or a representation of the document. Feature weights are learned for each of these
different expansions with a log-linear learning to rank approach.

To evaluate the effectiveness of their expansion method, Dalton et al. [55] consider
three test collections: TREC Robust04, ClueWeb09B, and ClueWeb12B. They compare
EQFE against a Sequential Dependence Model (SDM), SDM with collection relevance,
and a relevance feedback model. EQFE achieves the best performance in terms of MAP
on Robust04; it also obtains the best performance in terms of NDCG@20, ERR@20,
and MAP on the ClueWeb12B collection. They do not obtain any improvement on
CluebWeb09B.

Xiong and Callan [244] propose a simple method to improve document retrieval by
using knowledge graphs for query expansion. A supervised model combines information
derived from object descriptions and categories in knowledge graphs to select terms that
are effective for query expansion. Their supervised method consider three features: the
pseudo-relevance feedback score in retrieved objects, the pseudo-relevance feedback
score in top retrieved documents annotations, and the negative divergence score between
category distributions. This method consists of two main steps: object linking and term
selection. In object linking, ranked lists of KG objects are generated. Two approaches
were considered for object linking: issuing a query to the Google Search API, and selecting
objects from FACC1 annotations in top retrieved documents.
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Latent-factor approach Although also based on expansion using external data in
knowledge graphs, another approach that considers entity (object) relationship as a latent
space is proposed in [243]. Specifically, Xiong and Callan [243] propose a new technique
for improving document ranking using external semi-structured data such as controlled
vocabularies and knowledge bases. Their algorithm, EsdRank, treats vocabularies, terms,
and entities from external data as objects connecting a query and documents. Evidence
that is used to links query to objects and to rank documents are incorporated as features
between query-object and object-document. A latent listwise learning to rank algorithm,
Latent-ListMLE, learns how to handle all evidence in a unified procedure from document
relevance judgments.

One key component of the method is Latent-ListMLE, a latent listwise learning to
rank model. Latent-ListMLE aims to rerank an initial set of documents D with the help
of related objects O and feature vectors U derived from the relationships between object
and document, and feature vector V , representing the relationship between the object and
the query.

Three strategies were considered to find related objects O given query q and document
d: query annotation, object search, and document annotation. Query annotation selects
objects that directly appear in the query, which can be done with entity linking. Object
search selects objects that are textually similar to the query. Document annotation selects
objects that appear in the retrieved documents D. Xiong and Callan [243] use a feature
representation that is inspired by [55]. The relationships between query, documents, and
objects are represented by a set of features. Features between query and objects considered
include object selection score, textual similarity score, ontology overlap, object frequency,
etc. Features between objects and documents include textual similarity, ontology overlap,
graph connection, and document quality. The best combination of query representation
and document ranking is then learned from these features.

EsdRank outperforms EQFE [55] on ClueWeb09B and ClueWeb12B datasets on
almost all metrics. In addition, they learn that finding relevant objects for query and
documents is very important; the results suggest that query annotation is the most effective
object selection strategy in the current setting.

Language-modeling approach Raviv et al. [183] devise an entity-based language
model. One particular feature of their model is that it takes into account the uncertainty
inherent in the entity annotation process and the balance between using entity-based and
term-based information. They apply entity linking on the text to obtain entities along with
the linking confidence score estimated by an entity linking method. Based on the output
of this annotation, an unigram entity-based language models over a token space can be
defined. The token space includes the set of all terms in the document collection D and
the set of entities which were linked at least once within a document in D.

The notion of pseudo-length of a text d is introduced as:

pl(d) =
∑
t∈T

pc(t, d), (2.19)

where pc(t, x) is the pseudo-count (explained below) of term or entity token t. With this
pseudo-length, the maximum likelihood estimate of token t ∈ T is defined as:

θMLE
d (t) =

pc(t, d)

pl(x)
. (2.20)
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The important component in this model is the estimation of pseudo-count. Two
strategies are considered: hard confidence thresholding and soft confidence thresholding.
In hard thresholding, a threshold is first fixed on the confidence score of the annotation and
only the linking within the above confidence threshold is considered for pseudo-counts.
In soft thresholding, the confidence score of linking a particular mention is taken as count
during the estimation of the pseudo count, interpolated with a term versus entity token
importance parameter:

pc(t, d) =

{
λcterm(t, d), if t ∈ V
(1− λ)

∑
m∈M ρ(m) if t ∈ E ,

(2.21)

where cterm(t, d) is the count of a term t within the document d and ρ(m) is the linking
confidence score of a mention m if t is an entity. Documents are the ranked by the cross
entropy between the language models induced from the query q and d.

Raviv et al. [183] perform retrieval experiment on the AP, Robust, WT10G, GOV2,
and ClueWeb Category B corpora. The experimental results indicate that the entity-based
language model with hard and soft thresholding improves over the standard term-based
language model. They also learn that their methods are effective with different entity
linkers.

Relation to other tasks

Document retrieval is closely related to entity linking (Section 2.2.1) , as approaches to
document retrieval that use entity information primarily depend on performing entity
linking on the queries and the candidate documents. In another direction, document
retrieval might be useful for some entity retrieval (Section 2.2.3) or entity recommendation
(Section 2.2.4) methods, in which relevant documents are first retrieved, and then entities
in these documents are ranked.

Outlook

With the emergence of deep learning, we expect more neural entity-enhanced document
retrieval methods to emerge. One general strategy would be learning the representation
of documents, queries, and entities, and using the representations to improve document
retrieval in combination with more traditional term-based methods. Another interesting
direction is extracting the relationships between documents as a graph and learn the
embedding of entities from a graph to improve document retrieval [249].

2.2.3 Entity retrieval
Originally introduced through the expert finding task [12], entity retrieval has evolved into
different incarnations and settings: ranking entities as found in the document collections,
on knowledge graphs, or both. A TREC track has been devoted to entity retrieval [13].
We formally define entity retrieval as follows:

Definition 17 (Entity retrieval) Given a collection D, retrieve and rank entities e with
respect to their relevance to a query q.
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Forms of entity retrieval include the following: term-based entity retrieval, ad-hoc
object retrieval, and list retrieval. We focus on the first two forms here, and consider list
retrieval as form of recommendation, to be discussed in the next section.

Approaches

We grouped approaches to entity retrieval as follows: language modeling, neural language
modeling, and multi-fielded document approaches.

Language modeling approaches Language modeling approaches span from work on
expert finding [12]. They introduce two models for ranking entities given a query with
two strategies: representing an entity as a virtual document, and ranking the documents
mentioning the entities.

Neural approaches In the setting of expert finding, Van Gysel et al. [231] introduce
an unsupervised discriminative model for the expert finding task. They learn distributed
word representations in an unsupervised way, constructing it solely from textual evidence.
They learn a log-linear model of probabilities of a candidate entity given the word. Later
on, Van Gysel et al. [230] improve their approach to learn term and entity representations
in a different space, but adjusting the representation so that they are close in the entity
space.

Van Gysel et al. [230] confirm the effectiveness of their approach (Latent Semantic
Entities - LSE) for retrieval when used in combination with query independent features
and the query likelihood model. LSE outperforms other latent vector space baselines (i.e.,
LSI, LDA, and word2vec) for lower-dimensional vector spaces. One key insight from
their work is that this neural approach and term-based retrieval make very different errors.
In some cases, the retrieval performance is really improved by the semantic matching
capability provided by LSE.

Multi-fielded document approaches One popular method for entity retrieval is using
fielded representation: an entity is represented as a set of fields with bag-of-words values.
Proposed methods then try to learn the appropriate weight for each field. The general
framework for entity retrieval in the presence of structured and semi-structured data is
the following: represent an entity as a fielded-document, and learn a ranking function
that uses the relevance from each of the fields to obtain a final ranking [178]. Each
approach discussed below tends to have its own representation and retrieval strategies.
This approach is introduced in the context of ad-hoc object retrieval.

A form of entity retrieval is the ad-hoc object retrieval task, which utilizes link
information from the knowledge graph. The goal is to retrieve a list of resource objects
(i.e., entities) with respect to a user query. Pound et al. [178] defines the formalization,
setting, and experimental setup for this task. One simple baseline for this task in a
graph-based setting is simply TF-IDF over the entity properties in the graph, e.g., IDF
statistics are computed for each properties of the entity in the graph (here the graph can
be represented as an RDF graph).

Tonon et al. [224] propose a hybrid approach that combines IR and structured search
techniques. They propose an architecture that exploits an inverted index to answer
keyword queries and a semi-structured database to improve search effectiveness over
a linked data graph. Each object in the graph is represented with the following pieces
of information: entity name in URIs, entity name in labels, and attribute values of the
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entity. This information is later indexed as a structured, multi-fielded index of which later
multi-fielded retrieval algorithms such as BM25F can be employed. The additional benefit
of having a graph structure is that additional relationship data can be used as a context to
improve object retrieval. Tonon et al. [224] incorporate additional method based on query
expansion and relevance feedback on the graph data, and apply this in combination with
the basic BM25F ranking. Experiments carried by Tonon et al. [224] indicate that the
use of structured search on top of standard IR approaches can lead to significantly better
results. Graph-based extensions of a baseline ranking obtain up to a 25% improvement of
MAP over the baseline.

Addressing a similar task, Zhiltsov and Agichtein [261] integrate information from
latent semantics to improve entity search over RDF graphs. They combine the compact
representation of semantic similarity and explicit entity information. They represent an
entity with common fields such as: names, attributes, and outgoing links. In addition to
these common fields, the entity graph is represented as a tensor. They factorize the tensor
into a number of latent factors, and enrich the current fielded representation of the entity
with top related entities obtained through the latent factor modeling.

Since term dependencies models have been known to be more effective than unigram
bag-of-word models for ad-hoc document retrieval, Zhiltsov et al. [262] attempt to adapt
the idea for entity retrieval. They propose FSDM, a term dependence retrieval that
performs ranking as follows:

P (D|Q) = λT
∑
q∈Q

(̂f)T (qi, D) + λO
∑
q∈Q

f̂O(qi, qi+1, D) + λU
∑
q∈Q

f̂U (qi, qi+1, D),

(2.22)
where λ is the mixture parameter, f̂T , f̂O, f̂U are the potential functions for the unigram,
ordered bigrams, and unordered bigrams, respectively. The mixture parameters and the
field weight parameters are learned with the Coordinate Ascent algorithm. Later on,
Nikolaev et al. [167] extended the model from [262] by generalizing it further: instead
of learning the field weight parameters directly, the dependencies between the query
term and field are taken into account and parameterized as a set of features based on the
contribution of query concept matched in a field towards the retrieval score. The features
that are used are collection statistics, part-of-speech features, and proper noun features.

Nikolaev et al. [167] propose PFSDM and PFFDM, the parameterized version of
FSDM [262]. Experimental results indicate that the parameterization help improves the
performance over FSDM. Taking into account both term dependencies and feature-based
matching of query concepts to fields are beneficial. Parameterizing the field importance
weight results in more improved topics and greater magnitude of improvements.

Hasibi et al. [95] aim to exploit entity linking for retrieval. They introduce ELR, a
component that can be applied on top of any term-based entity retrieval model based
on the Markov Random Field framework. They extend the Markov Random Field ap-
proach and incorporate entity annotation into the retrieval model, similar to the FSDM
model introduced in [262] with an additional term that weights the importance of entity
annotations; this introduces entity-based matching in addition to the term-based matching.

Hasibi et al. [95] evaluate the effectiveness of their approach on the DBPedia entity
collection [10]. They compare their approach to state-of-the-art object retrieval methods
such as SDM and FSDM [262]. Experimental results confirm the effectiveness of ELR
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when applied on top of these retrieval methods. The improvement obtained is between
6.3-7.4% in terms of MAP and 4.5-6.1% for P@10. Their results also indicate that ELR
especially benefits complex and heterogeneous queries.

Graus et al. [88] propose a method for enhancing the representation of an entity from
various external sources, which allows the adjustment of the entity representations to a
defining characteristic of an entity at a given time. Their method allows the adjustment
of each field’s importance in an online manner, learning them from user click feedbacks.
Graus et al. [88] consider the following static and dynamic description sources to build
dynamic representations of entities:

• Knowledge base: four type of information are considered to build a representation
from a KB, i.e., anchor text, redirects, category titles, and titles of linked entities,

• Web anchors: anchor text of links to Wikipedia pages,

• Twitter: tweets with links to Wikipedia pages,

• Delicious: references to entities through social tags,

• Queries: queries that can be linked to Wikipedia pages.

Entities are modeled as fielded documents:

e =
(
fetitle, f

e
text, f

e
anchors, ..., f

e
query

)
, (2.23)

where fe is the term vector that represents e’s content from an description source. One
particular feature of their approach is that the fields are updated over time. At every time
point, the term vectors are updated with resources obtained from queries, tweets, and tags.
Based on this dynamic representation, feature weights are learned for query-field similarity.
field importance, and entity importance score based on each field and description.

Graus et al. [88] demonstrate that incorporating dynamic description sources into a
collective entity representation allows a better matching of users’ queries. They also show
how continuously updating the ranker leads to improved ranking effectiveness.

Relation to other tasks

Entity retrieval depends on having a reliable entity recognition (Section 2.1.1) and/or
entity linking systems (Section 2.2.1). There are similarities between entity retrieval
and entity recommendation, which we will discuss in the next section. Recently, entity
retrieval has been used as a query understanding strategy to support document retrieval
(see Section 2.2.2).

Outlook

Future research directions on entity retrieval include the following. First, it would be
interesting to combine the term-based collective representation introduced in [88] with
neural representation methods. Secondly, entity representations can also be enriched by
incorporating the output of document filtering systems (see Section 2.1.3).
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2.2.4 Entity recommendation
Another entity-oriented task deals with recommending related entities in response to a
query. We refer to this line of work as entity recommendation. In the literature, this task is
also sometimes referred as related entity suggestion or related entity ranking.

The origin of this task can be traced back to work on ranking related entities, introduced
in TREC [13]. The recommendation at this stage is typically accommodated with a
description of the expected related entities as a query. Later on, more approaches are
developed for the Web domain, in which recommendations are used for enhancing the
results of the search engine result page. In this setting, the input is likely only an entity or
an entity plus a context word.

We define the entity recommendation task more formally as follows:

Definition 18 (Entity recommendation) Given a collection D and/or entity relations R,
rank entities e based on their relatedness to a query q.

Depending on the setting, the query q can be in the form of an entity eq or entity eq plus
keywords/description c. Initial models are based on the entity only, without considering
the context of the occurrence.

Approaches

There are three general approaches to entity recommendation: heuristic, behavioral, and
graph-based approaches. Since the approaches that we will discuss are designed for
different domains and settings, they are not directly comparable. We briefly discuss the
performance of some of the approaches.

Heuristic approaches Early work on ranking related entities is based on simple
statistical associations. Bron et al. [36] introduce a related entity ranking method utilizing
simple co-occurrences. They first apply and compare difference co-occurrence statistics,
such as Maximum Likelihood Estimation (MLE), Pointwise Mutual Information (PMI),
and Log Likelihood Ratio (LLR). As an example, the MLE model is estimated as follows:

P (e|E) =
cooc(e, E)∑
e′ cooc(e

′, E)
, (2.24)

where cooc(e, E) is the count of the co-occurrence of e and E in a document collection.
Later on, they incorporate a type filtering and a context model based on the terms

surrounding the entities, ranking the entities as follows:

P (e|E, T,R) ∝ P (R|E, e) · P (e|E) · P (T |E), (2.25)

where P (E|E, e) is the context model learned from language model of co-occurring
entities, and P (T |E) a type filtering model estimated from entity category assignments
in Wikipedia. When evaluated within the Related Entity Finding (REF) framework [13],
type filtering and context model are shown to be effective. They improve the performance
of co-occurrence models by up to 115% in terms of R-precision and 29% in terms of
Recall@100.

Behavioral approaches This group of approaches utilizes user feedbacks in the form
of clicks on related entities, documents, or entity panes in combination with other features
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for recommendation. Kang et al. [119] propose a machine-learned entity ranking model
that leverages knowledge graphs and user data as signals to facilitate semantic search
using entities. The approach jointly learns the relevance among the entities from click
data and editorially assigned relevance grades. They use click models to generate training
data to learn a pairwise preferences of entity facets, i.e., a collection of related entities
belonging to the same group. Once the facets are ranked, the related entities within each
facets are ranked with feature-based models.

Continuing on this line of work, Blanco et al. [23] propose a learning to rank frame-
work for entity recommendation based on various signals. They extract information from
data sources such as Web search logs, Twitter, and Flickr. They combine these signals
with a machine learned ranking model to produce a final recommendation of entities to
user queries. They use features based on co-occurrence, entity popularity, knowledge
graph, and other features such as entity types and entity relations. They model the task in
a learning to rank framework, learning a function h(·) that generates a score for an input
query qi and an entity ej that belongs to the set of candidate entities related to the query
Eq . They represent qi and ej as feature vector w.

Blanco et al. [23] evaluate the recommendation performance by collecting judgments
on the related entities output. They achieve an NDCG@5 score between 0.824-0.950
accross different entity types. In addition, they find that the type of the relation is the most
important one for entity recommendations.

The next set of approaches considers the user profile, essentially estimating p(e|u),
while other models attempt to rank entity based on context words, estimating p(e|q), or a
more complex combination of these two tasks. In contrast to the previous recommenda-
tion model, which recommends entities given an entity query, a contextual model now
incorporates information such as the profile, or text currently selected/browsed by the
user.

Yu et al. [255] utilize information from user click logs and knowledge extracted from
Freebase. They propose some heuristics and features for the task and propose a generic,
robust, and time-aware personalized recommendation framework to utilize the heuristics
and features at different granularity level. Their method utilizes various pairwise similarity
measures extracted from both user log dataset and knowledge graph. Their method
considers the consistency and the drifting nature of user interests, different types of entity
relationships as well as several other heuristics. They propose to include knowledge
graph features such as path features, relationship features, content similarity features, and
co-clicks. Most of these features are pairwise features derived from the main entity and
the candidate related entity. They incorporate pointwise features such as co-click, global
popularity, current popularity, and cross-domain correlation.

Later on, Yu et al. [256] consider personalization when generating their entity recom-
mendation. They propose a graph-based approach, using the heterogeneous information
network to link entities and users to generate personalized recommendations. They learn
a recommendation model for each user based on the users’ implicit feedback. To handle
sparsity, they first discover the groups of users which have similar preferences and used
these groupings to learn an aggregated, personalized recommendation model. The final
recommendation is generated by a combination of the user-based and group-based model

Related to the previous method that uses knowledge graphs and click logs data, Bi
et al. [20] include a novel signal: entity pane log. They propose a probabilistic entity
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model that provides a personalized recommendation of related entities using three data
sources: knowledge base, search click, and entity pane log. Specifically, their model is
able to extract hidden structures and capturing underlying correlations among users, main
entities, and related entities. Furthermore, they incorporate clickthrough signal for popular
entities, extracting three types of clickthrough rates (CTRs): CTRs on related entities,
CTRs on main entities and related entities, and CTRs on users, main entities, and related
entities. They use the feedback from the entity pane to estimate the likelihood of the data
and generate training labels. The observation is a set of triples (u,m, r) which represents
clicks from user u on a related entity r and a main entity m. They learn the preference
between triple pairs to estimate the parameters of their models. More specifically, training
data is created by assigning positive class labels to clicked triples, and negative class
labels to non-clicked triples. Instead of learning the labels directly, the learning is to learn
preference between the clicked triples and non-clicked triples.

The following method utilizes behavioral signals within a deep learning framework.
Gao et al. [82] propose a method that observes, identifies, and detects naturally occurring
signals of interestingness in click transitions between source and target documents, col-
lected from commercial Web browser logs. After identifying the keywords that represent
the entities of interest to the user, they aim to recommend other, interesting related entities.
They model interestingness as learning a mapping function that quantifies the degree
of interest that a user has after reading a source document. They train a deep semantic
similarity model on Web transitions and map source-target document pairs to features
vectors in a latent space such that the distance between the source document and the
corresponding target in that space is minimized.

Graph-based approaches This group of approaches relies primarily on the connections
of entities in a graph to generate recommendations. Bordino et al. [32] explore the entity
recommendation problem by focusing on the serendipity aspect of recommendations.
They set to seek the answer to what makes a result serendipitous by exploring the potential
of entities extracted from two sources of user-generated content: Wikipedia an Yahoo!
Answers. The context of each data source is represented as an entity network, which is
further enriched with metadata about sentiment, writing quality, and topical category. They
extract entity networks from each dataset by the following procedures. First, they extract
a set of entities. They construct an entity network by using a content-based similarity
measure to create links between entities.

To generate recommendations, they perform a random walk with restart to the input
entity. They take an input graph, a self-loop probability β, and a start vector defined on
the nodes of the graph which in this case contains only the input entity. The random walk
starts in the node corresponding to such entity.

Also using the random walk framework, Bordino et al. [31] consider the task of
entity-oriented query recommendation given a web page that a user is currently visiting.
First, they represent the topics of a page by the set of Wikipedia entities mentioned in it.
To obtain query recommendation, they propose a novel graph model: the entity-query
graph, which contains the entities, queries, and transitions between entities, queries, and
from entities to queries. They perform personalized PageRank computation on such a
graph to expand the set of entities extracted from a page into a richer set of entities, and to
associate these entities with relevant query recommendations.

Lee et al. [127] present a contextual entity recommendation approach for retrieving
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contextually relevant entities leveraging knowledge graphs. Contexts such as user text
selection and the document currently browsed by the user are incorporated for recommen-
dation. An undirected graph of entities where there is an edge (x, y) if there is a link to an
entity y on the Wikipedia page of the entity x or vice versa. For recommendation, they
create a subgraph containing the user-selected entity, entities in the document, and a set of
candidate entities. Finally, they rank candidate entities by combining their betweenness
and Personalized PageRank scores.

Similar to the previous work, Fuxman [80] deals with entity recommendation given
that a user is currently reading a particular article and select a portion of the text in an
article. The problem also considers the quality of selection made by the user, and whether
this selection is intentional or accidental. He first identifies a set of candidate references.
Then, he learns a prediction function p(d|s, c,D(s, c) to score each candidate given a text
selection s, the full content of the document c, and the content of the candidate document
d. Lastly, they recommend a candidate concept if the score is above a threshold δ. For
learning, he utilizes the MART algorithm with 27 features derived from three criteria:
context coherence, selection clarity, and reference relevance.

Relation to other tasks

Entity recommendations have a strong connection to entity retrieval (Section 2.2.3). The
main distinction is that in retrieval we are retrieving entities relevant to a query, i.e., to
answer the query; in recommendation we recommend entities related to the query.

In addition, entity linking (see Section 2.2.1) also forms the building block of entity
recommendation. For example, in [168] the task of related content finding can be consid-
ered as a form of recommendation. Specifically, the task is finding video content related
to a live television broadcast, leveraging the textual stream of subtitles associated with the
broadcast. The query for recommendation is obtained by linking entities in the subtitles
of the video.

Outlook

Interesting research directions for entity recommendation include the following: encour-
aging explorative behavior, leveraging heterogeneous information, and context-specific
entity recommendation.

In a follow-up work to [23], Miliaraki and Blanco [157] conduct an in-depth analysis
on how users interact with the entity recommendation system. They characterize the
users, queries, and sessions that appear to promote explorative behavior. Taking this
idea one step further would be to develop entity recommendation systems that enhance
serendipitious once such explorative behavior is detected.

Zhang et al. [259] propose an approach to leverage the heterogeneous information in
a knowledge graph to improve the quality of recommender systems with neural methods.
They adopt TransR (see Section 2.1.4) to extract items’ structural representations by
considering the heterogeneity of both the entities and relationships. Besides this repre-
sentation learning method, heterogeneous information encoded as graphs can also be
leveraged by designing recommendation algorithms that rely solely on the semantic of the
connections.
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Beside purely exploratory purposes, users might have a specific recommendation
goal or context when using entity recommendation systems. Formalizing these different
goals and translating them into objective functions that can be optimized in the context of
recommendation is an interesting challenge.

2.2.5 Entity relationship explanation
Entity relationship explanation is also a new, emerging task. Fang et al. [70] first introduce
the task of entity relationship explanation. The motivation was that, observing some entity
relations from user data such as query logs, some common entity pairs arise. Explanations
are required to describe the connections between these two entities.

We formalize the task of entity relationship explanation as follows:

Definition 19 (Entity relationship explanation) Given a pair of entities e and e′, ex-
plain why they are related.

Approaches

Two approaches for generating explanation exist: instance-based explanations and de-
scription ranking.

Instance-based explanation Fang et al. [70] focus on explaining the connections
utilizing knowledge graphs, specifically. They mine relationship explanation pattern,
which is modeled as a graph structure, and generate an explanation instance from this
pattern. Their approach consists of two main components: explanation enumeration and
explanation ranking.

They rely on path enumeration in the explanation enumeration phase, generating all
path instances of a specified length. Two path instances will be connected if they end
at the same node. This enumeration step will result in a number of paths, which will
be combined to form a minimal explanation. They propose two kind of interestingness
measures that can be computed from the candidate paths: structure-based measures and
aggregate measures. Structure-based measures are obtained from the topological structure
of the explanation pattern, e.g., the size of the pattern. Aggregate measures are obtained
by aggregating over individual explanation instances. This includes statistics such as
counts of explanation instances. The aggregate measures are then normalized to obtain
distribution-based measures. They idea is to estimate the rarity of an explanation. Finally,
the explanation candidates will be ranked by any of the previous individual measures.

Seufert et al. [204] propose a similar approach on entity sets, although working
towards a slightly different task. Their method focuses on explaining the connection
between entity sets based on the concept of relatedness cores: dense subgraphs that
have strong relations with both entity query sets. This dense subgraph is expected to
represent key events in which the entities in the sets. It is aimed to find multiple sub-
structures in the knowledge graphs that are highly informative. Their approach relies
on two phases: finding relationship centers and expanding the relationship centers into
relatedness core. Relationship centers are intermediate vertices that play an important role
in the relationship. These relationship centers must be connected to both query sets. They
are identified by performing random walks over the graph, adapted from the Center Piece
Subgraph method [223]. Once the relationship centers are identified, the subgraph will
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be expanded to obtain the relationship core. The relatedness core is built in three steps:
obtaining entities related to the center, expanding these subgraphs with entities related the
entities in the subgraph, and finally adding entities that are related to the query entities.

Explanations in the form of graph output are then assessed by human annotators. Pairs
of subgraph are presented to the annotators, then the annotators are tasked to give their
preferences. Seufert et al. [204] is shown to be better than the baseline Center Piece
Subgraph [223] and also [70].

Description ranking Voskarides et al. [234] study the problem of explaining relation-
ships between pairs of knowledge graph entities, but aim to do so with human-readable
descriptions. They extract and enrich sentences that refer to an entity pair, then rank the
sentences according to how well they describe the relationship between the entities. They
model the task as learning to rank problem for sentences and employ a rich set of features,
instead of individual interestingness measures as proposed in [70].

The approach introduced in Voskarides et al. [234] requires a document collection
containing the entities. They split either entities’ Wikipedia article Wikipedia articles into
sentences and extract sentences as candidates if they contain the surface form of the other
entities, or sentences containing both entities’ surface forms or links. To make candidate
sentences readable outside the article, they perform sentence enrichment by performing
pronoun resolution and linking.

Candidate explanation sentences will be ranked by how well they describe a relation-
ship of interest r between entities ei and ej . To combine various signals, each sentence
is represented as features and a learning to rank approach is employed. The features
considered are the following: text, entity, relationship, and source features. A Random
Forest classifier is then used to learn a ranking model.

For evaluation, candidate sentences are judged in four relevance grades. Ranking-
based metrics such as NDCG and ERR are then computed on the description ranking
using these judgments. The best variant of the model introduced in Voskarides et al. [234]
achieves an NDCG@10 score of 0.780 and an ERR@10 score of 0.378.

Relation to other tasks

Relation explanation is important in the context of entity recommendation (see Sec-
tion 2.2.4), as they will allow users to asses the output of entity recommendations models
better. As for dependencies, relation explanation methods which rank external text de-
scriptions rely on having entity recognition and classification (Section 2.1.1), and/or entity
linking (Section 2.2.1) performed on the text.

Outlook

As to future directions, we expect more complex explanation models (e.g., neural models)
to emerge, able to provide explanations for directly and indirectly connected entities;
and also explanation for a group of related entities. More approaches that rely on text
generation instead of existing description are also likely to emerge.
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3
Entity Network Extraction

In this chapter, we start the exploration of the first theme of this thesis: entity-entity
associations. The setting is as follows: we have a document collection and need to extract
associations from documents contained in the collection. We consider a scenario where
there exist a query entity and a set of its related entities, for which the associations between
the pairs of entities might be of different strengths. At this point, we ignore the nature
(i.e., type) of the relationships between pairs of entities, and estimate the strength of each
relation by aggregating its individual occurrence in the document collection.

The method introduced in this chapter is aimed towards supporting researchers in the
humanities and social sciences domain by facilitating new exploratory search options
based on entity-entity associations. Today’s increasing digitization and curation of hu-
manities content in digital libraries gives rise to a new and interesting set of opportunities.
In computational humanities, researchers are particularly interested in applying computa-
tional methods and algorithms to gain insight from this kind of data [146]. One interesting
and urgent problem is extracting and analyzing networks of entities from unstructured, pos-
sibly noisy text such as (archival) newspaper articles. Recognizing such entities (person,
organization, or location) and discovering how they are connected to each other benefits
computational humanities researchers asking questions about network and entities, for
example in understanding the network of an elite politician and its dynamics [71].

We view entity network extraction task as a form of semantic search. Our working
hypothesis is that having entities and related entities presented in the form of a network
is more useful than returning a large list of documents and forcing users to go through
each and every one of them to manually identify the connections. For our purposes a
network is a graph with a main entity together with a set of related entities as nodes,
with edges connecting these nodes. A connection between two nodes denotes that there
is a relationship between these two entities according to evidence found in the text. In
our computational humanities application scenario, our users use a manually constructed
English corpus of newspaper articles about Indonesia collected over a 10 year period. This
amounts to 140,263 articles, mostly consisting of politics and economy articles. Figure 3.1
shows (part of) an entity network automatically extracted from the corpus. The query
entity is “BJ Habibie,” a former president of Indonesia. Because the query entity is a
popular person, he is related to many other entities in the text. We rank the entity relations
based on a scoring method, and build the network from top ranked entities only. Although
we use an English-language corpus with Indonesian politics as the primary topic, the
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Figure 3.1: A sample network retrieved in response to “BJ Habibie” as query entity. The
thickness of the links depicts the association strength as represented in the document
collection.

approach proposed in this chapter also works for other languages with minor changes in
the pipeline. Our approach does not rely on domain-specific pattern extraction, so it will
be adaptable to other topics or domains as well.

The closest benchmarking task to our proposed task is the related entity finding (REF)
task that was considered at TREC 2009, 2010 and 2011 [14]. Related entity finding works
as follows: given a source entity, a target page, a narration of the relation of interest, one
has to give a ranked list of entities and their home pages that engage in this relation with
the source. The task that we propose in this chapter is different from the related entity
finding task in the sense that we only have the names of the entities; no sample homepage,
and no narration. Furthermore, we are not interested in a single specific relation, but in all
possible relationships. We ask the following question:

RQ1 How do we rank related entities to support the exploration of a document collection
relying on signals from the text alone?

In this chapter we address the task of extracting an entity network from text in two
ways: (1) by discovering associations between entities through statistical or information-
theoretic measures, and (2) by performing relation extraction and building a network
using the relationships discovered. We contrast these two approaches and also consider a
combination of the two types of approach based on pairwise learning-to-rank [116].

The remainder of this chapter is organized as follows. We discuss related work in
Section 3.1. In Section 3.2, we describe our proposed method. The experimental setup is
detailed in Section 3.3. We follow with results in Section 3.4 and conclude in Section 3.5.
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3.1 Related work

Entity Network Extraction as Semantic Search. Previous research has dealt with
extracting various kinds of network from document collections. Referral Web [120] takes
a person name as input and finds people related to this person on the Web by using an
external search engine. Referral Web uses the number of pages where two person names
co-occur to measure the degree to which they are related.

Merhav et al. [154] perform extraction of relational networks of entities from blog
posts. This is done by first creating entity pairs, clustering those entity pairs, and later
labeling these clusters with the nature of the relationship. Elson et al. [66] extract social
networks from literary fiction. The networks are derived from dialogue interactions, thus
the method depends on the ability to determine whether two characters are in a conversa-
tion. Their approach involves name chunking, quoted speech attribution, and conversation
detection. Tang et al. [219] extract social networks of academic researchers. After entities
are identified and disambiguated, they provide a shortest-path search mechanism that links
the researchers and their publications as a network.

Association Measures Association measures can be used to describe the relationship
between two words or concepts. There are various ways to measure associations or
relatedness. We distinguish between the following types: frequency-based, distance-
based, distributional similarity/feature-based, and knowledge-based measures.

Frequency-based measures rely on the frequency of word co-occurrences and the (uni-
gram) frequency of each word. These include measures that are derived from probability
theory or information theory, for example Chi-Square, Pointwise Mutual Information, and
Log Likelihood Ratio [48]. Distance-based measures rely on the distance between words
in the text. Co-dispersion, introduced in [239], is one such measure.

Feature-based or distributional similarity measures describe the relatedness between
two words or concepts based on the distribution of words around them. These are
measures based on extracting a number of features for each entity, and then comparing
the feature vectors for different entities. One example is by using cosine similarity to
determine the relatedness of two entities based on linguistic features, such as neighboring
words, part-of-speech tag, etc. [48]. Knowledge-based measures are measures that use an
ontology, thesaurus, or semantic network to determine the relatedness between words or
concepts [158].

Relation Extraction In relation extraction, we want to extract relations between entities
such as persons, organizations, and locations. Supervised methods view the relation
extraction task as a classification task. Features are extracted from entity pairs and a
classifier is trained to determine whether a pair of entities is related. There are various
groups of methods: feature based methods, in which syntactic and semantic features are
extracted from the text, and string kernel methods, where the whole string is passed as a
feature and string kernel functions are used to recognize the richer representations of the
structure within the strings to determine whether two entities are in a relation.

Semi-supervised methods are often based on pattern-based extraction algorithms. The
core idea is bootstrapping, in which one tries to extract patterns iteratively, using newly
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found patterns to fuel later extraction steps. DIPRE [35] starts with a small set of entity
pairs; the system then tries to find instances of those seeds. With newly found instances,
the relation is generalized. Snowball [1] uses the same core idea. Snowball starts with
a seed set of relations and attaches confidence scores to them; it uses inexact matching
to cope with different surface structures. TextRunner [17] learns relations, classes, and
entities from text in a self-supervised fashion. The system starts by generating candidate
relations from sentences, then uses constraints to label candidates as positive or negative
examples to feed a binary classifier.

Since labeling and annotating a corpus to create relation examples is an expensive
and time-intensive procedure, there is increasing attention for unsupervised or weakly-
supervised approaches to relation extraction. With distant supervision [160], indirect
examples in the form of relations from a knowledge base such as Freebase and DBPedia
are used. From these relation tuples, instances of relations in the form of sentences in the
corpus are searched. From these sentences, text features are extracted that are then used
to train classifiers that can identify relations.

Our work differs from the related work described above in the following important
ways. Firstly, in building the network, we also look at measures to determine the score
of the related entities. Secondly, we experiment with alternative association measures,
i.e., distance-based ones. Thirdly, while relation extraction methods usually train a
specific classifier for each predefined relation type, we train a generic relation classifier on
linguistic features. To the best of our knowledge, we are the first to consider combining
association finding and relation extraction to extract an entity network from text.

3.2 Method

Task Description The task of network extraction is as follows: given a corpus and an
input entity as a query, we must return a list of related entities, along with scores that
can be used to rank them. The scores can be used for visualization purposes, and can
be interpreted as the strength of association between the entities, or number of pieces of
evidence supporting an extracted connection.

Pipeline In the preparation stage, we enrich each document with linguistic annotations.
We perform the following types of linguistic processing: tokenization, part-of-speech
tagging, sentence splitting, constituency parsing, and named entity recognition with the
Stanford NLP tools [122]. We later construct an index out of these documents and their
linguistic annotations.

Our main pipeline consists of the following steps: (1) query construction, (2) document
selection, (3) entity extraction, (4) candidate scoring, and (5) candidate ranking.

(1) Query Construction For each query entity e, we construct the query q, a phrase
query that will be used in searching the index.
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(2) Document Selection For retrieval purposes in the search step, we use Lucene,1

which combines a boolean model and vector space model. After obtaining the search
results, we use all of the returned documents in the next step.

(3) Entity Extraction For every document in the search result, we extract pairs of
entities (x, y) that co-occur within the same sentence. We then filter these pairs of entities,
to only consider pairs that contain the query entity e.

In filtering the pair of entities, we follow the rule-based inexact matching scheme used
in expert finding [15], but we adapt the rules to suit our task:

• EXACT MATCH returns a match if x is mentioned exactly the same as query entity
e.

• LAST NAME MATCH returns a match if x is the last name of the query entity e.

• FIRST NAME MATCH returns a match if x is the first name of the query entity e.

(4a) Candidate Scoring – Association Measure A score is assigned for each entity pair
based on association measures. We compute the association strength by several frequency
based measures: pair frequency, pointwise mutual information (PMI), and Jaccard. In the
following equations, f(x, y) denotes the frequency of two entities appearing together in
the same sentence, f(x) is the unigram frequency of entity x within the set of selected
documents, and f(y) is the unigram frequency of entity y within the set. Pair frequency is
computed as follows: PF (x, y) = f(x, y). Pointwise mutual information is computed
as follows: PMI (x, y) = log f(x,y)

f(x)f(y) . The Jaccard measure is computed as follows:

Jaccard(x , y) = f(x,y)
f(x)+f(y)−f(x,y) . Both document-level and sentence-level frequency

are used as evidence in counting the frequency. With document-level frequency as
evidence, f(x, y) is basically the document frequency of entity pairs.

We also experiment with distance-based measures, first by simply using the average
distance of two entities. Here distance means the number of tokens separating two
entities. With M denoting mean, we define the inverse mean distance (IMD) as follows:
IMD(x, y) = 1

M(distxy1,...,distxyn) , where disti is the linear word distance at the pair
occurrence i.

An alternative to linear word distance is dependency distance. To get a dependency
distance, we first need to perform dependency parsing [74] on sentences containing the
entity pair. The result of this parsing is a dependency tree. Entities are not stored in a
single node in a parse tree, but broken down into component words. We define dependency
distance as the number of edges between the head word of entity x to the head word
of entity y. We find the shortest path between these two head word nodes, and use the
number of edges as distance. We then simply subsitute dependency distance as dist in the
previous equation to compute the dependency-based IMD.

Based on the preliminary observation that simply using pair frequency performs quite
well, we propose the following measure: PF .IMD(x, y) = PF (x, y)× IMD(x, y). This
measure takes into account both frequency and average distance. The intuition behind
this is that a good relation will spread across a lot of documents with small dependency
distance.

1http://lucene.apache.org
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(4b) Candidate Scoring – Relation Extraction We use sentences containing the pairs
of entities as text snippets. We extract the following features from each text snippet: named
entity types, dependency distance, linear distance, typed dependencies (conjunction, noun
modifier, or preposition), dependency trigram/bigram, and punctuation type between
entities. Sentence level features are also extracted: number of tokens, the presence of
quotes, and number of entities within the sentences. We avoid using lexical features in
order to have a domain-independent, generic classifier.

We use a portion of our ground truth to train and tune a SVM classifier [175]. For
every pair of entities that is extracted, we run the classifier to determine whether their
snippets describe that the two entities are related. The snippets that are classified as correct
relations will serve as support instances to the relation. We score the entity pairs based
on how many support instances remain after the classification. We also calculate the
confidence score of a pair, defined as the number of snippets detected as relations over
all the snippets extracted containing the pair. We define another score as combination:
support .confidence.

(5) Candidate Ranking We simply rank entity pairs based on the scores computed in
Stage 4.

Combination Methods As we will see below, the network extraction methods that we
consider behave quite differently. Because of this, we also experiment with learning
to rank for combining rankings produced by various methods. Specifically, we use
RankSVM [116], a pairwise learning to rank algorithm. Scores from various network
extraction methods are used to build an ensemble ranking model. We try different
combinations of ensembles. First, training an ensemble using scores from all methods,
and also ensembles built from each family of methods. We also experiment with ensembles
based on automatic feature selection. We use a filtering approach, ranking features by
importance, using randomized trees [86]. Randomized regression trees are built from
subsamples of the training data. Feature importance is computed based on the number of
times a feature is selected as decision node in the randomized trees [175]. We use the top
4, 6, 8, and 10 features from this feature selection step to build our ensembles.

Network extraction methods compared All in all, we consider the methods listed in
Table 3.1 for extracting networks.

3.3 Experimental Setup

Research Questions In the beginning of this chapter, we ask the following question:

RQ1 How do we rank related entities to support the exploration of a document collection
relying on signals from the text alone?

We expand RQ1 into the following specific questions:

RQ1.1 How do related entity ranking methods based on association measures and
relation extraction compare?
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Table 3.1: Entity network extraction methods considered in the chapter.
Method Description

pf-doc Document-level pair frequency
pmi-doc Document-level PMI
pf-sen Sentence-level pair frequency
pmi-sen Sentence-level PMI
jaccard-doc Document-level Jaccard
jaccard-sen Sentence-level Jaccard
imd-lin Inverse mean distance, linear
imd-dep Inverse mean distance, dependency
pf-doc.imd-dep Document-level PF.IMD, dependency
pf-sen.imd-dep Sentence-level PF.IMD, dependency
rel-conf Relation confidence
rel-support Relation support
rel-conf.rel-support Relation confidence.support
ensemble-all Ensemble of all methods
ensemble-freq Ensemble of frequency methods
ensemble-dist Ensemble of distance methods
ensemble-freq.dist Ensemble of frequency and distance methods
ensemble-rel Ensemble of relation extraction methods
ensemble-top-4 Ensemble of top 4 methods from feature selection
ensemble-top-6 Ensemble of top 6 methods from feature selection
ensemble-top-8 Ensemble of top 8 methods from feature selection
ensemble-top-10 Ensemble of top 10 methods from feature selection

RQ1.2 Can we combine these various scoring methods in an ensemble to improve the
performance?

RQ1.3 How does performance differ across different queries?

Dataset We use a corpus manually constructed by social historians, from web articles
during the period between 2000 and 2012.2 The corpus contains 140,263 articles about
Indonesia and South East Asia. These are mainly news articles from English language
media based in Indonesia such as Jakarta Post and Jakarta Globe. Some articles from
international media such as The Washington Post and The New York Times are also
included. The articles cover a diverse set of topics: politics, economy, cultural events,
etc. Some of the named entities of the type organization and location appear in the their
English version. An example of this case is “Badan Intelijen Negara” (BIN), which
appears in the text both as “BIN” and “State Intelligence Agency.”

Ground Truth We prepare our ground truth by using a pooling strategy (similar to
TREC [93]). We select 35 query entities that are known to occur in our corpus, run all
entity network extraction methods listed in Table 3.1 and pool the top 10 related entities
from each method. In the assessment step, pairs (query entity, related entity) are presented

2Access to the dataset and ground truth can be facilitated upon request.
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to three assessors (domain experts) along with supporting text snippets. The assessors’
task is to decide whether the two entities are directly related based on the text snippets
containing the pair. The assessors are not given a strict definition of a relation. In case
of disagreement, the majority vote determines the final assessment. We reach 80 percent
average pairwise agreement between the assessors, with a kappa value of 0.60.

Evaluation Metrics and Significance Testing We use recall, precision and F-measure
to evaluate the performance of our entity network extraction methods. In this task, recall
is the fraction of correct relations retrieved over all relations in our ground truth. Precision
is the fraction of correct relations over the retrieved relations. We mainly look at the
performance in the top ten and thirty entities returned. For significance testing, we use a
paired t-test with α = 0.05.

3.4 Results

We run our entity network extraction approach on the query entities with various scoring
methods. Table 3.2 shows the results of extracting the top-10 and 30 related entities.

Methods Comparison To answer RQ1.1, we look at the performance of the non ensem-
ble methods. Overall, we can see that pf-doc, simply counting the number of documents
in which the pair of entities co-occur, already provides a decent performance. Using the
sentence count, pf-sen, further improves the performance. The Jaccard measures,
both at the document and sentence count, perform slightly worse than pf. The pmi-doc
and pmi-sen methods both perform significantly worse than the baseline.

PMI yields the worst performance compared to all other methods. When we look at the
actual relations returned by pmi-doc and pmi-sen, we find that it is prone to extracting
rare co-occurrences of entities. As a consequence, errors in the preprocessing stage (e.g.,
named entity recognition errors) sometimes appear in the results. Distance-based methods
also perform worse than the baseline. Relying on distance alone, two entities that only
appear once within close distance can easily be favored over ones that appear more often.

We take a closer look at query entity “BJ Habibie.” by comparing the top-10 results
of pf-doc and imd-dep. In Table 3.3 correctly related entities are shown in bold
face. On this particular query, pf-doc clearly outperforms imd-dep. Almost all of the
non-related entities retrieved by imd-dep in the table appear with the query entity in the
same sentence as enumerations (e.g., listings of people attending a particular event). In a
dependency parse tree, this type of co-occurrence will appear with dependency distance of
1, with conjunction as the dependency type. It is interesting to note that by using average
distance instead of frequency, we successfully retrieve relations that do not occur often
in the text. The two relations: “IPTN” (company founded by BJ Habibie), and “Watik
Pratiknya” (a friend of BJ Habibie) are the kind of relations that are less frequently present
in our corpus, since news articles are more likely to describe event-based stories instead
of giving description of one’s family or friends.

As we have seen, replacing frequency by distance has its own advantages and dis-
advantages. We proceed to look at the performance of our proposed method pf.imd,
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Table 3.2: Results of the entity network extraction methods at top-10 and top-30 related
entities. Significance is tested against the baseline with α = 0.05.

Method R@10 P@10 F@10

pf-doc (baseline) 0.506 0.544 0.478
pmi-doc 0.365H 0.321H 0.295H

pf-sen 0.519 0.558 0.491
pmi-sen 0.328H 0.309H 0.281H

jaccard-doc 0.520 0.529 0.468
jaccard-sen 0.483 0.529 0.460
imd-lin 0.434 0.355H 0.350H

imd-dep 0.425 0.366H 0.347H

pf-doc.imd-dep 0.516 0.515 0.461
pf-sen.imd-dep 0.519 0.524 0.465
rel-conf 0.365H 0.326H 0.312H

rel-support 0.489 0.501 0.452
rel-conf.rel-support 0.443H 0.429H 0.398H

ensemble-all 0.569 0.564 0.507
ensemble-freq 0.544 0.552 0.490
ensemble-dist 0.504 0.498 0.447
ensemble-rel 0.544 0.541 0.486
ensemble-freq.dist 0.470 0.475H 0.431
ensemble-top-4 0.409 0.315H 0.321H

ensemble-top-6 0.439 0.349H 0.351H

ensemble-top-8 0.548 0.535 0.484
ensemble-top-10 0.555 0.549 0.494

Method R@30 P@30 F@30

pf-doc (baseline) 0.775 0.324 0.435
pmi-doc 0.613H 0.245H 0.333H

pf-sen 0.785 0.329 0.441
pmi-sen 0.609H 0.241H 0.327H

jaccard-doc 0.763 0.318 0.427
jaccard-sen 0.763 0.323 0.431
imd-lin 0.670H 0.257H 0.354H

imd-dep 0.685H 0.268H 0.367H

pf-doc.imd-dep 0.803 0.334 0.449
pf-sen.imd-dep 0.815 0.342 0.459
rel-conf 0.712H 0.277H 0.381H

rel-support 0.795 0.332 0.446
rel-conf.rel-support 0.777 0.321 0.433

ensemble-all 0.822N 0.343 0.461N

ensemble-freq 0.772 0.321 0.431
ensemble-dist 0.800 0.333 0.448
ensemble-rel 0.825N 0.346N 0.465N

ensemble-freq.dist 0.788 0.328 0.442
ensemble-top-4 0.685H 0.262H 0.362H

ensemble-top-6 0.703H 0.271H 0.374H

ensemble-top-8 0.818N 0.341 0.459
ensemble-top-10 0.820N 0.342 0.460N
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Table 3.3: Comparing pf-doc and imd-dep.

pf-doc imd-dep

Suharto Taufik Kiemas
Soeharto Wahid
Indonesian Megawati Soekarnoputri
Indonesia IPTN
Germany Emil Salim
Abdurrahman Wahid Watik Pratiknya
Wiranto Sudi Silalahi
East Timor Soehardjo
Jakarta Xanana Gusmao
Susilo Bambang Yudhoyono Sarwono Kusumaatmadja

which combines frequency and distance. This combination yields some improvement over
the baseline at top-30 results, but the improvement is not significant.

With rel-conf, the relations that are detected by the machine learning method,
but only found in one sentence, can outweigh relations that appear in many sentences.
This explains why rel-support has a better performance, even outperforming both
pf-doc and pf-sen for the top-30 results. The method rel-support, which can be
viewed as a filtered version of pf, classifies text snippets before counting the frequency.
This provides a more reliable way of counting the pair frequency. However, when we
see the per-query results, the classifier does not always work, leading to a lower average
performance compared to pf-doc and pf-sen (for the top-10 results).

Next, we contrast the results of a relation extraction method, rel-support with
pf-doc, again for the query “BJ Habibie.” The relations are listed in Table 3.4. For
this query, the filtering effect of the relation extraction classifier manages to improve the
results. The resulting ranking introduces three new entities (all related) and pushes out
one non-related entity.

Table 3.4: Comparing pf-doc with rel-support.

pf-doc rel-support

Suharto Suharto
Soeharto Abdurrahman Wahid
Indonesian Indonesian
Indonesia Megawati Soekarnoputri
Germany Soeharto
Abdurrahman Wahid Germany
Wiranto Susilo Bambang Yudhoyono
East Timor Boediono
Jakarta ICMI
Susilo Bambang Yudhoyono Golkar
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Ensemble Methods To answer RQ1.2, we contrast the results of our ensemble methods
against the non-ensemble ones. Table 3.2 shows that most ensemble methods give
improvements over the baseline. Indeed, the overall best performance is achieved using
ensemble methods. The improvements are statistically significant at top 30 related
entities (ensemble-all and ensemble-rel, and ensemble-top-10). Simply
using all of the methods in one ensemble can give a good performance. Ensembles
of methods within the same family do not perform as well as combining method from
various families. An exception to this is ensemble-rel, which only combines relation
extraction methods scores.

Interestingly, the tree-based feature selection returns the following as top-6 fea-
tures: imd-lin, jaccard-sen, relation-conf, jaccard-sen, pmi-sen,
and imd-dep. Using these top-4 and top-6 features in an ensemble results in poor
performance. As we observed above, three of these scoring methods are among the worst
performing methods, thus combining them without adding (many) other scoring functions
reinforces the weaknesses.

Score Differences between Entities To answer RQ1.3, we average the performance
of all methods on each query. As shown in Figure 3.2, the performance varies. Some
entities appear frequently in the dataset, therefore having more possible candidates and
more possible types of context and relations. However, there does not seem to be a direct
correlation with entity network extraction performance.

What went wrong with the worst performing queries? The person in query-24, “J
Kristiadi,” is a political observer. Most sentences mentioning him in the text are statements
containing his observation about other entities, while only two describe actual relations
to his affiliations. On this extreme case, most methods fail. For query-26, most of the
snippets consist of mentions of the query with other entities in the form of enumerations.
The snippets of query-29 also contain speech statements about other entities, along with
invalid snippets created due to sentence splitting errors.

As shown in Figure 3.2, query-11 has the highest average performance. The person
in query-11, “Edy Harjoko,” is a military commander. Most snippets in the text mention
his rank or role in the organization (i.e., “TNI Chief of General Affairs Edy Harjoko”).
There is almost no direct/indirect speech found in the snippets of this query. The snippets
of query-23 also consist of a lot “head of” and “founder of” mentions. The next best
performing query contains a lot of snippets in the form of appositions (e.g., “who founded
. . . ”). Overall, we can say that these queries have more reliable snippets.

Error Analysis We further analyze the errors made by most methods. In particular, we
look at the bottom-10 query entities for which the worst performance is observed. By
inspecting the supporting text snippets, we discover several types of error, mostly caused
by the type of sentence that is used to extract the co-occurrence.

One of the most common cases is sentences containing indirect/direct speech, in which
one entity mentions other entities. The fact that one entity mentions another entity does
not necessarily mean that they have a direct connection. The low performing queries tend
to have more of this type of sentence than other queries, as we have shown with query-24.

Another common case of errors are enumerations. As we have described above,
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Figure 3.2: Extraction performance per query (in F@10).

enumerations of entities do not necessarily mean that the entities enumerated are related.
We observe that in our document collection most enumerations are ad-hoc, i.e., listing a
number of entities that attend a certain event. When the text snippets returned for a query
entity contain many enumerations, we tend to get a lower performance.

3.5 Conclusion

Today, more humanities content is archived and made available in digital libraries. We
have presented the task of entity network extraction from text that can be applied to
these types of content. The task is studied in the context of a computational humanities
application scenario. Our approach introduces an information retrieval pipeline that
involves document search, entity extraction, and entity pairs scoring based on multiple
scoring functions.

We have asked the following question:

RQ1 How do we rank related entities to support the exploration of a document collection
relying on signals from the text alone?

To answer RQ1, we have explored various methods for retrieving and ranking entity pairs,
based on co-occurrences or relation extraction. In our experiments, we find that these
methods display different behaviors. Combining them in a learning to rank ensemble
successfully improves the performance.

Our results have the following implications. First, they show that combining multiple
evidence for ranking related entities can be beneficial. Second, the extraction performance
is query-dependent; it would make sense to incorporate the context in which each query
entity is mentioned and the types of supporting sentences. Finally, we show that entity
networks can be useful for exploring document collections.

Limitations of our approach include the following. First, we do not perform co-
reference resolution when extracting entity pairs. Secondly, we extract all pairs of
co-occurrences without trying to filter them based on the context of their co-occurrences.
Third, we currently ignore the relation type in our relation extraction component.

62



3.5. Conclusion

As to future work, upon analyzing the results, we have discovered common errors
related to certain sentence types that affect most methods’ performance. Detecting
indirect/direct speech as well as enumerations, and automatically filtering them out, is an
interesting next step to improve the effectiveness of our approaches. Additionally, to help
users of the extracted networks interpret and contextualize the results, we aim to explore
the usefulness of automatically linking the newspaper archive from which the networks
have been extracted to other archives, similar to [37].
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4
Temporal Evidence Classification

We continue with the theme of entity-entity associations, but explore another aspect of
it: the attributes of entity-entity associations. Associations between a pair of entities can
be enriched with optional attributes detailing the nature of the relation. Some relations
between pairs of entities in the real world do not hold permanently. Thus, we turn our
attention to the extraction of the temporal extent as the attribute of interest for such
relations. The setting in this chapter is that the relations between pairs of entities and their
relation types are known. We aim to learn the temporal extent of such relations from a
document collection.

Temporal relation extraction is the problem of extracting the temporal extent of
relations between entities. A typical solution to the temporal relation extraction problem
has three main components: (1) passage retrieval, (2) temporal evidence classification,
and (3) temporal evidence aggregation. A community-based effort to evaluate temporal
relation extraction was introduced in 2011 as a TAC Knowledge Base Population task:
Temporal Slot Filling, or TSF for short [112].

An illustration of temporal slot filling is as follows. Having identified a per:spouse
relation between two entities (Freeman Dyson, Imme Dyson), a system must establish
the temporal boundaries from its supporting sentence. In the case of the sentence “In
1958, he married Imme Dyson”, the goal is to find that the relation lasts from 1958 until
the present day. Within the TSF setting, the boundaries are represented as beginning and
ending intervals in a tuple (T1, T2, T3, T4) instead of an exact time expression, so as to
allow uncertainty in the system output, where (T1, T2) is the beginning interval of the
relations, and (T3, T4) the ending interval. We investigate temporal relation extraction
following this setting. We focus on the temporal evidence classification part, and ask the
following question:

RQ2 How can we effectively classify temporal evidence of entity relations?

One of the challenges with relation extraction is the limited amount of training data
available to capture the variations in a target corpus: temporal relation extraction faces the
same challenge. Employing distant supervision [160] is a way to address the challenge.
But generating example training data in the temporal setting is not straightforward: we
have to find not only the query and related entity, but also the time expression, in a single
text segment.

Employing distant supervision for temporal evidence classification will introduce
noise, in the form of labels and additional contexts (e.g., lexical features). A lot of previous
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work in distant supervision has been dedicated to reducing noise in distant supervision
[39, 194, 245]. We are interested in another phenomenon: the class distributions found in
training data generated by a distant supervision approach. These distributions become an
issue if the distant supervision corpus has a different structure and different characteristics
compared to the target corpus, e.g., Wikipedia vs. news articles. We observe that in the
case of temporal evidence, news articles and Wikipedia do indeed contain different class
distributions; news articles tend to have more current events while Wikipedia articles
describe past events. Our working hypothesis is that incorporating prior information
about temporal class distribution helps improve our distant supervision approach. We
test this hypothesis by comparing a distant supervision strategy with class priors to a
distant supervision without class priors. We also demonstrate the effectiveness of our
method by contrasting it with a purely supervised approach. In addition, we investigate
how the difference in performance in temporal evidence classification affects the final
score obtained in the overall end-to-end task.

We discuss related work in Section 4.1. In Section 4.2, we describe our distant super-
vision approach for temporal evidence classification. Our experimental setup is detailed
in Section 4.3. We follow with results in Section 4.4 and conclusion in Section 4.5.

4.1 Related Work

We discuss two groups of related work: on temporal slot filling and on distant supervision.

4.1.1 Temporal slot filling

Some previous work on temporal slot filling uses a pattern-based approach [41]; patterns
are defined in terms of query entity, temporal expression, and slot value. For example,
the word divorce should trigger that the relation per:spouse is ending. Other work
uses temporal linking between time expressions and events in an event-based approach
[40], where the source documents are annotated with TimeML event annotations [180];
the authors use intra-sentence event-time links, and inter-sentence event-event links,
following a TempEval approach [229]. Garrido et al. [85] use a graph-based document
representation; they convert document context to a graph representation and use TARSQI
to determine links between time expressions and events in documents and later map the
resulting links into five temporal classes.

Li et al. [130] combine flat and structured approaches to perform temporal classifica-
tion. Their approach relies on a custom SVM kernel designed around flat (window and
shallow dependency) features and structured (dependency path) features. The structured
approach is designed to overcome the long context problem. They use a distant supervi-
sion approach for the temporal classification part, obtained on Freebase relations. They
further extend their approach with self-training and relabeling [113].

Finally, Surdeanu et al. [213] use n-grams around temporal expressions to train a
distant supervision system. To be able to use Freebase facts, they find example sentences
in Wikipedia, and use a window of five words from the temporal expression, using
Freebase facts as start and end trigger. They use Jaccard correlation between n-grams
to determine the association to start and end. Sil and Cucerzan [205] perform distant
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supervision using facts obtained from Wikipedia infoboxes. From Wikipedia infoboxes,
they retrieve the relevant sentences and build n-gram language models of the relations.
In a slightly different setting (exploratory search), Reinanda et al. [185] establish the
temporal extent of entity associations simply by looking at their co-occurrence within
documents in the corpus.

Our approach to temporal evidence classification differs from most existing approaches
in its distant supervision scheme. We use distant supervision to directly perform a multi-
class classification of temporal evidence against the five main temporal classes (including
the before and after class), where most of the previous systems train a model to detect the
beginning and ending of relationships only.

4.1.2 Reducing noise in distant supervision

With distant supervision [160], indirect examples in the form of relations from a knowledge
base such as Freebase and DBPedia are used. From these relation tuples, instances of
relations in the form of sentences in the corpus are searched. Text features are later
extracted from these sentences that are then used to train classifiers that can identify
relations in the text corpus.

Reducing noise is an important ingredient when working with a distant supervision
assumption. Relabeling is one such approach; Tamang and Ji [217] perform relabeling
based on semi-supervised lasso regression to reduce incorrect labeling. Xu et al. [245]
show that instances may be labeled incorrectly due to the knowledge base being incom-
plete. They propose to overcome the problem of incomplete knowledge bases for distant
supervision through passage retrieval model with relation extraction.

Ritter et al. [197] focus on the issue of missing data for texts that contain rare entities
that do not exist in the original knowledge base. Riedel et al. [194] work with a relaxed
distant supervision assumption; they design a factor graph to explicitly model whether
two entities are related, and later train this model with a semi-supervised constraint-driven
algorithm; they achieve a 31 percent error reduction.

Bunescu and Mooney [39] introduce multiple instance learning to handle the weak
confidence in the assigned label. They divide the instances into a positive bag (at least
one positive example) and a negative bag (all negative examples). They design a custom
kernel to work with this weaker form of supervision. Surdeanu et al. [214] operate on the
same principle, but model the relation between entities and relation classes using graphical
models. Hoffmann et al. [105] also use multi-instance learning, but focus on overlapping
relations.

What we add on top of existing work is the use of sampling techniques to correct for
skewed distributions introduced through distant examples. We propose prior sampling,
correcting the distributions of the classes in the generated examples to fit the target
corpora.

4.2 Method

The temporal slot filling task is defined as follows: given a relation R = (q, r, s), where
q is a query entity, r is a related entity, and s is a slot type, one must find TR, a tuple of
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four dates (T1, T2, T3, T4) where R holds, where T1 and T2 form the beginning interval
of the relation, and T3 and T4 is the ending interval. A system first must retrieve all
passages or sentences expressing the relation between q and r. Each sentence and any
time information within it will serve as intermediate evidence. This temporal evidence
will later be aggregated and converted to tuple representation TR.

In this chapter, we focus on temporal evidence classification. That is, assuming the
passage retrieval component has retrieved the relevant passages as intermediate evidence
of temporal relations, we must classify whether the time expression t in the passage
belongs to one these classes: BEGINNING, ENDING, BEFORE, AFTER, and WITHIN.
In the training and evaluation data available to us, only the offsets of the time expression
within the document are given for each intermediate evidence, therefore we first extract
the paragraph and find the context sentence mentioning t.

Distant supervision for temporal classification The temporal slot filling task, as spec-
ified by TAC-KBP, defines 7 types of temporal-intensive relations, i.e., relations that
are fluent and often require temporal specifications. In our distant supervision approach,
we use a separate knowledge base to find instances of the equivalent relations. We use
Freebase as our reference knowledge base. That is, we use the temporal information found
in Freebase to generate training examples. We manually map the TAC-KBP’s 8 temporal
relations into 6 Freebase mediator relations. The complete mapping of the relations can
be found in Table 4.1.

Table 4.1: Relation mapping to Freebase.

TAC Relations Freebase Relations

per:spouse marriage
per:title employment-tenure,

goverment-position-
held

per:employee-of employment-tenure
per:member-of political-party-tenure
per:cities-of-residence places-lived
per:stateorprovinces-of-
residence

places-lived

per:countries-of-
residence

places-lived

org:top-
employees/members

organization-leadership

In an article, entities and time expressions are not always referred to using their full
mentions within a single sentence. Sometimes information is scattered around several
sentences: the query entity q in the first sentence, later referred to using a pronoun in the
second sentence that contains a time expression, etc. One common way to deal with this
problem is to run full co-reference resolution, therefore ensuring all mentions are resolved.
We handle this problem by relaxing the distant supervision rule. Rather than retrieving
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sentences, we retrieve passages containing the query entity q, and related entity r instead.
We later replace every pronoun found within the passage with q. Based on our analysis of
the Wikipedia articles, this simple heuristic should work, because most Wikipedia articles
are entity-centric, and a lot of the pronouns mentioned in the articles will refer to the
query entity q.

Each relation that we mapped from Freebase has temporal boundaries from and to.
Following [130], we use Algorithm 1 to generate the training examples, but adapt it to
suit to our assumption.

Algorithm 1 GenerateTraining(D, q, r, from, to).
Input: Document collection: D, query entity q, target entity r, temporal beginning:

from, temporal Ending: to
Output: Labeled training examples

1: Retrieve the article of the query entity q
2: Split article into passages
3: Retrieve passages containing q, r
4: Extract all time expressions from the passages
5: for each t ∈ TimeExpressions do
6: Retrieve the context sentence s containing t
7: If t is from : label (s, t) as BEGINNING
8: If t is to : label (s, t) as ENDING
9: If t before from : label (s, t) as BEFORE

10: If t after to : label (s, t) as AFTER
11: If t between from and to : label (s, t) as WITHIN

Sampling the DS examples We manually compared our main corpus (TAC document
collection) and our distant supervision corpus (Wikipedia) and noticed some discrepancies.
The main corpus mainly consists of newswire articles; one of the main differences
between Wikipedia articles and newswire articles is that Wikipedia articles mainly consist
of milestone events. In terms of class distribution, this means that most of the generated
examples will be in the form of BEGINNING and ENDING class, followed by the
BEFORE and AFTER class, with the smallest number of examples belonging to the
WITHIN class. In newswire, however, we tend to see something different; most of the
time expressions will belong to the WITHIN class.

We argue that using the training data with a “smarter” prior is important. More data
not only means more information, but may also mean more noise. This is particularly
important with the relaxed distant supervision assumption that we have. Therefore, we
choose to sample instead of using all of the generated training examples.

We employ two sampling strategies: uniform, sampling from our generated training
data and deliberately fitting them to a uniform distribution; and prior-sampling, where
we deliberately construct training data to fit a prior distribution. One way to estimate
such a prior is by looking at the distributions of classes in the gold-standard training
data that we have. In the case where gold-standard data is not available, we can use a
heuristic to estimate the distributions of temporal classes based on domain knowledge or
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on observations of the target corpora.
In summary, we generate the final training data according to the following steps.

First, generate training data with the DS approach described before. Next, estimate
class distributions from the (supervised) training data. Then, sample examples from
the generated DS data with the probability estimated from the supervised training data
(i.e., the empirical prior). Keep sampling the training examples until we reach the target
percentage of the DS data. Finally, use the sampled training data to train the multi-class
classifier.

Feature representation Both for the training, evaluation, and DS data, we extract
context sentences, i.e, the sentences containing the relation and time expression t.

We normalize the context sentences as follows. First, we detect named entities within
the sentence and replace the mentions with their entity types (PERSON, ORGANIZA-
TION, or LOCATION). Second, we detect other time expressions within the context and
normalize them with regard to the main time expression t, i.e., by normalizing them into
TIME-LT and TIME-GT. The idea is to capture the relationships between time expressions
as features.

We extract lexical features from normalized sentences. This comprises tokens sur-
rounding the query entity, related entity (slot filler), and time expression. We consider the
following four models as our feature representations:

Model-1: bag-of-words All tokens within the normalized sentences are used as features.

Model-2: context window All tokens within the proximity of 3 tokens from the query
entity, related entity, and time expression are used as features.

Model-3: context window with trigger words lexicon All tokens within the proximity
of 3 token from the query entity, related entity, and time expression are used as
features. In addition, a list of keywords that might indicate the beginning and ending
of relationships are used as gazetteer features. This list of keywords are expanded
by using WordNet to extract related terms.

Model-4: context window with position All tokens within the proximity of 3 tokens
from the query entity, related entity, and time expression are used as features.
Rather than simply considering them as bag-of-words tokens, the positions of word
occurrences are now taken into account as features.

4.3 Experimental Setup

We introduce the dataset and the setup of our experiments. Before that we formulate our
research questions as these dictate our further choices.

Research questions We ask the following question in the beginning of this chapter:

RQ2 How can we effectively classify temporal evidence of entity relations?

We expand RQ2 into following research questions to guide our experiments:
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RQ2.1 How does a purely supervised approach with various features and learning
algorithms perform on the task of temporal evidence classification?

RQ2.2 How does the performance of a distant supervision approach compare to that of
a supervised learning approach on the task of temporal evidence classification?

RQ2.3 How does the performance of a prior-informed distant supervision approach
compare to that of a basic distant supervision approach on the task of temporal
evidence classification?

RQ2.4 How do the approaches listed above compare in terms of their performance on
the end-to-end temporal relation extraction task?

Corpora and knowledge base We use the TAC 2011 document collection, which
contains 1.7M documents, consisting of news wires, web texts, broadcast news, and
broadcast conversation. We use a version of Freebase (dated October 2013) as our
knowledge base and retrieve the latest version of Wikipedia as our distant supervision
corpus.

Ground truth We use the TAC-KBP 2011 Temporal Slot Filling Task dataset [112] as
the ground truth in our experiments. The ground truth comes in two forms: intermediate
evidence (with classification labels) and tuples (boundaries of each relation). We use the
intermediate evidence to evaluate our temporal evidence classification framework. We
later use the provided tuples to evaluate the end-to-end result.

The dataset contains 173 examples in the training set and 757 examples in the evalua-
tion set. The distribution of the classes is shown in Table 4.2.

Table 4.2: Class distribution statistics.
Class Training Evaluation DS Training

WITHIN 66 357 6,129
BEGINNING 59 217 22,508
ENDING 30 110 16,775
BEFORE 9 45 24,932
AFTER 9 28 12,499

Evaluation metric We use F1 as the main evaluation metric for the temporal evidence
classification task. For the end-to-end temporal information extraction task, we use the
evaluation metric proposed in TAC-KBP 2011, i.e., the Q score. Given a relation r and the
ground truth interval tuple Gr, Q(Tr), the quality score of a tuple Tr returned by system
S is computed as follows:

Q(Tr) = 1
4

4∑
i=1

1
1+di

,
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where di is the absolute difference between Ti in system response and the ground truth
tuple Gi (measured in years). To obtain an overall system Q score, we average the Q
scores obtained from each relation tuple returned.

In our experiments we test for statistical significance using a paired t-test, indicating
significantly better or worse results at the p < 0.01 level with N and H respectively.

Experiments We run four contrastive experiments. In Experiment 1, we contrast the
performance on the temporal evidence classification task of the different choices for our
supervised methods (Model-1, -2, -3, -4), using either Support Vector Machine, Naive
Bayes, Random Forest, or Gradient Boosted Regression Tree. In Experiment 2 we examine
our distant supervision method and contrast its performance with the supervised methods
from Experiment 1. In Experiment 3, we contrast different sampling methods for our
distant supervision method.

In Experiment 4 we consider the overall performance on the temporal relation extrac-
tion task of our methods; in this experiment we use three “oracle runs” that we have not
introduced yet: first, the Label-Oracle run uses the actual temporal classification label
from the ground truth, use these ground truth label to aggregate the evidence and create
the temporal tuples, and compute the end-to-end score; second, Within-Oracle assigns
all temporal evidence to the WITHIN class; third, Nil-Baseline is a lower-bound run that
assigns NIL to every element of the temporal tuples.

We use the implementations of the learning algorithms in the Scikit-learn machine
learning package [175].

4.4 Results and Discussion

We present the outcomes of the four experiments specified in the previous section.

4.4.1 Preliminary experiment

To answer RQ2.1, How does the performance of the supervised learning approaches on
the temporal evidence classification task vary with different representations and learning
algorithms?, we start with a preliminary experiment. The aim of this experiment is to get
an idea of the classification performance with a purely supervised approach. The results
are shown in Table 4.3.

Table 4.3: Experiment 1. Supervised approaches to temporal evidence classification.
Significance of each result is tested against its respective Model-1.

Model SVM NB RF GBRT

Model-1 0.405 0.361 0.402 0.422
Model-2 0.409 0.417N 0.354H 0.420
Model-3 0.412 0.418N 0.361 0.420
Model-4 0.426N 0.424N 0.241H 0.422
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As shown in Table 4.3, Model-4 with the SVM and NB classifiers achieves the best
overall performance. There seems to be a gradual increase in performance from the
simpler to the more complex model with SVM and NB classifiers, with the exception of
RF. Interestingly, GBRT seems only slightly affected by the different choice of model in
this supervised setting.

4.4.2 Distant supervision experiments

Next, we evaluate the distant supervision approach. We aim to answer RQ2.2, How does
the performance of the distant supervision approach compare to that of the supervised
learning approach? We generate training examples with the approach described in
Section 4.2, and use the full generated training data to train SVM and Naive Bayes
classifiers with the same representation models that we use in the previous experiments.
The results are shown in Table 4.4.

Table 4.4: Experiment 2 and 3. Supervised, distant supervision, and distant supervision
with sampling approaches to temporal evidence classification. Significance of each DS
result is tested against its non-resampled variant (column 2).

Model Supervised DS DS-uniform DS-prior

Model-1 SVM 0.405 0.212 0.379N 0.408N

Model-2 SVM 0.409 0.185 0.389N 0.450N

Model-3 SVM 0.412 0.183 0.384N 0.452N

Model-4 SVM 0.426 0.200 0.400N 0.463N

Model-1 NB 0.361 0.413 0.379 0.431N

Model-2 NB 0.417 0.299 0.372N 0.451N

Model-3 NB 0.418 0.300 0.368N 0.446N

Model-4 NB 0.424 0.270 0.400N 0.486N

Model-1 RF 0.402 0.162 0.406N 0.397N

Model-2 RF 0.354 0.177 0.399N 0.418N

Model-3 RF 0.361 0.176 0.391N 0.403N

Model-4 RF 0.241 0.171 0.399N 0.446N

Model-1 GBRT 0.422 0.142 0.316N 0.344N

Model-2 GBRT 0.420 0.137 0.343N 0.418N

Model-3 GBRT 0.420 0.138 0.343N 0.403N

Model-4 GBRT 0.422 0.140 0.399N 0.433N

We observe that the distant supervision approach trained on the full set of generated
examples (the column labeled “DS”) performs poorly, well below the supervised approach.
We hypothesize that the accuracy drops due to the amount of noise generated with our
distant supervision assumption trained from full data, and different class distribution
statistics.

In Section 4.2, we proposed our prior-sampling approach for distant supervision. The
next experiment is meant to answer RQ2.3, How does the performance of our prior-
informed distant supervision approach compare to that of the basic distant supervision
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approaches? We sample 20 percent of the generated examples datasets with the following
strategies: uniform and prior. The results are also shown in Table 4.4, in the columns
labeled “DS-uniform” and “DS-prior,” respectively.

By observing the results in Table 4.4, we notice that distant supervision with prior
sampling performs the best, for every combination of model and classification method.
Uniform sampling already helps in improving the performance, and prior sampling suc-
cessfully boosts the performance of the basic distant supervision (for all four models)
further. Distant supervision with prior sampling also performs consistently better than
the supervised approaches (Table 4.3) in many cases—interestingly, for GBRT, DS-prior
only outperforms the supervised methods with sufficiently complex feature representation
(Model-4 GBRT).

4.4.3 End-to-end experiments
Next, we answer RQ2.4. That is, we consider how the classification performance on
temporal evidence classification affects the end-to-end result. We take the best performing
models from the previous experiments and evaluate their end-to-end scores. The results
are shown in Table 4.5.1

Table 4.5: Experiment 4. End-to-end scores (Avg-Q) next to F1 scores for temporal
evidence classification. Significance of each supervised and DS result is tested against the
best supervised method (row 4).

Model Avg-Q F1

Label-Oracle 0.925 1.000
Within-Oracle 0.676 0.302
Nil-Baseline 0.393 N/A

Supervised
Model-4 SVM 0.657 0.426
Model-4 NB 0.648 0.424
Model-4 RF 0.573H 0.241H

Model-4 GBRT 0.649 0.422

Distant supervision
Model-4 SVM 0.669N 0.463N

Model-4 NB 0.679N 0.486N

Model-4 RF 0.653 0.446
Model-4 GBRT 0.669N 0.433

From Table 4.5, we see that Model-4 RF (F1 on temporal evidence classification 0.446)
and Model-4 GBRT (F1 on temporal evidence classification 0.433) translate into 0.653
and 0.669, respectively, in terms of Q-score. This means that the misclassifications that
Model-4 RF produces have a larger impact than those of Model-4 GBRT. However, the
difference in performance is not large.

1As the Nil-Baseline is applied directly to the final tuples rather than the classification labels, there are is no
F1 score for this run.
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The evaluation of this end-to-end task is important because not every misclassification
has a similar cost. Misclassification of class A into class B can result in a huge increase/de-
crease in performance. First, the classification performance does not directly map to the
end-to-end score. Second, several relations have more pieces of evidence than others;
performing misclassifications on relations that have a lot of supporting evidence would
probably have less effect on the final score.

The state of the art performance, using distant supervision [130], achieves an end-to-
end Avg-Q score of 0.678 (on training data), where we achieve 0.679 (on evaluation data).
However, our scores are not directly comparable since we reduce the number of classes
(and the amount of evidence) in our evaluation. It is important to note that [130] use a
complex combination of flat and structured features as well as the web, where we use
relatively simple features with Wikipedia and prior sampling.

Furthermore, our approach manages to achieve the same level of end-to-end perfor-
mance as the Within-Oracle run, while achieving a significantly better F-score. More
pieces of evidence were actually classified correctly, though this was not reflected directly
in the end-to-end score due to issues described above.

4.4.4 Error analysis

We proceed to analyse parts of our end-to-end results to see what is causing errors in the
temporal evidence classification task. We found several common problems.

Semantic inference Some problems had to do with the fact that several snippets require
semantic inference. The fact that someone dies effectively ends any relationships that
this person had. Another example is when someone marries someone (A marries C), and
this beginning of relationships effectively means the end of relationships for previous
relations (A and B). A more complex method to deal with this type of semantic inference
is needed, simple classification does not work so well. Here is an example:

Angela Merkel is married to Joachim Sauer, a professor of chemistry at
Berlin’s Humboldt University, since 1998. Divorced from Ulrich Merkel. No
children.

For this example the fact is that the time expression 1998 happens after with regard to the
spouse relation between Angela Merkel and Ulrich Merkel.

Concise temporal representations Newspaper articles contain lots of temporal infor-
mation in a concise way. For example in the form (X–Y). This implicit interval range is
not expressed in a lexical context but rather with symbolic conventions. In several articles,
the information encoded is almost tabular rather than expressed explicitly. For example:

Elected as german chancellor Nov. 22, 2005. Chairwoman, christian demo-
cratic union, 2000-present. Chairwoman, christian democratic parliamen-
tary group, 2002–2005.

75



4. Temporal Evidence Classification

Complex co-reference Named and pronoun co-reference can probably still be handled
with heuristics, but phrase-based co-references like the former president are hard to
resolve.

The former prime minister (1998-2001) is once again angling for the top
job after taking over as chairman of the Labor Party and being appointed
minister of defense in Ehud Olmert’s government in 2007.

Complex time-inference BEFORE and AFTER are especially tricky to deal with be-
cause they require additional inference. Even if a passage contains the word after, the
time expression linked to it would probably contain the before relation.

He was called up by the Army in the spring of 1944, after marrying bea
silverman in 1943, and was sent to The Philippines.

For the above example, 1943 happens before the “person joined the Army” event.

We observe quite a number of these cases on the evaluation data. Furthermore, the lack
of context on some examples and evidence that is scattered around multiple sentences
complicates the problem even more. Because of semantic and implicit evidence, temporal
evidence classification remains a challenging task. In order to achieve a better absolute
performance, collective classification/inference of evidence seems an interesting option.

Relation mismatch We find that the evaluation set contains relations that are not men-
tioned in the task description. For instance, the person:schools-attended and organi-
zation:subsidiary relations are not within the seven type of relations described in the
task description. This inclusion especially hurt the performance of a distant supervision
approach, because we did not map any Freebase relations from the schools-attended
relation and generate training examples. We noticed the distant supervision approach
performs poorly on this type of relations. Meanwhile, the purely supervised approach can
cope well with these relations exist in the training data.

Born in Prague on June 19 1941, Klaus graduated from the capital’s Univer-
sity of Economics in 1963 and was afterwards permitted the rare privilege at
the time of training courses in Italy and the US.

4.5 Conclusion

In this chapter, we have considered an important aspect of entity-entity associations: their
attributes. In particular, we have focused on the temporal attribute, which is important in
relations that do not hold permanently. The extraction of temporal attributes consists of
three step: (1) passage retrieval, (2) temporal evidence classification, and (3) temporal
evidence aggregation . Focusing on the evidence classification part, we have asked the
following question:

RQ2 How can we effectively classify temporal evidence of entity relations?
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To answer RQ2, we experimented with a various setting of distant supervision approaches,
and also supervised approach. We have presented a distant-supervision approach to
temporal evidence classification. The main feature of our distant supervision approach is
that we consider the prior distribution of classes in the target domain in order to better
match the label distributions of distant supervision and target corpora.

We have shown that our prior-informed distant supervision approach outperforms a
purely supervised approach. Our method also achieves state-of-the-art performance on
end-to-end temporal relation extraction with fewer and simpler features than previous
work. We have also considered the contribution of our temporal evidence classification
component to the performance on the overall temporal relation extraction task.

Our findings have the following implications. First, we show the importance of
distribution matching for distant supervision; both in the context of temporal evidence
classification, and for relation extraction in general. Secondly, we show that the evidence
classification performance does not always translate directly to the end-to-end score; more
investigation into this relationship would be beneficial. Finally, incorporating more distant
supervision examples does not always mean improved performance, as they tend to bring
more noise.

There are also some limitations to our work. First, we rely on simple lexical features
for temporal evidence classification. Second, our method normalizes an entity mention
with fairly simple heuristics. Third, our temporal expression extraction accuracy is limited
by the library that we use, some noise might be introduced because of this.

Our error analysis on the temporal evidence classification task revealed several issues
that inform our future work aimed at further improving the performance on the subtask
of temporal evidence classification, and the overall temporal relation extraction task.
In particular, we intend to deal with the challenging aspect of semantic inference over
relations found in the evidence passage. Another interesting direction that we aim to
tackle is dealing with evidence that is scattered across multiple sentences.
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5
Impact-based Entity Recommendations

from Knowledge Graphs

In this last chapter on the theme of entity-entity associations, we move beyond document
collections and consider an entity-oriented search scenario on structured data, i.e., knowl-
edge graphs. In contrast to work on ranking related entities introduced in Chapter 3, we
now bring the nature of the entity relationships into the forefront. Specifically, we study
how direct connections and indirect connections (i.e., built from a sequence of direct
relations) in the knowledge graph affect a specific recommendation goal that we aim to
address. In this setting, we focus on entity relations data from two domains: politics
and business, and develop methods to support users from these domains in analysis and
decision-making.

Information about entities and their connections—often encoded in knowledge graphs—
is appearing ubiquitously in the context of modern search engines [136, 178]. In a Web
setting, knowledge graphs are particularly useful for query understanding, presenting
entity summaries, and providing explanations for search results [24, 94, 234]. Another
popular application of knowledge graphs is to power entity recommendations. Existing
work in this area mostly focuses on the Web search domain, in which the main features of
the recommendation algorithm are typically based on behavioral signals extracted from
users’ search sessions [20, 23, 119, 157]. Entity recommendations that are generated and
scored primarily from the semantics of the connections between entities in a knowledge
graph are less well-studied.

In this chapter, we consider the task of impact-based entity recommendations from
knowledge graphs: recommending entities with respect to a query entity based on impact.
We define impact as tangible effects or consequences of any major event involving the
query entity to its related entities. As an illustration, consider the following use case.
Suppose we have a knowledge graph containing company, place, and person entities, and
several relationship types connecting these entities. Consider an event such as “a change
of management in Walmart”, where the query entity eq is Walmart. Assuming there are
connections from Walmart to a number of companyand person entities in the knowledge
graph, which of these entities will be affected the most? The subgraph between the two
entities Suv contains all simple paths (i.e., no repeated nodes and no loops) connecting the
entities in less than k hops. Walmart and the entities in this subgraph (e.g., Politician-A,
Politician-B, Lobbyist-C) can be connected by a multitude of paths comprising different
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relationship types. Suppose Politican-A received donations from Walmart, and Lobbyist-C
works directly with Walmart, then both Politician-A and Lobbyist-C will be affected, i.e.,
the event in Walmart has a strong impact on Politician-A and Lobbyist-C. Meanwhile,
Politician-B, who has an indirect connection due to a family member who works there
will less likely be affected, i.e., receiving a lesser impact.

Working in the setting described above, we will run into several challenges. For one,
knowledge graphs are inherently heterogeneous, i.e., they contain multiple types of entities
and multiple types of relationships between entities. Learning which relationship types are
important for impact prediction is already challenging. Moreover, when multiple links are
combined into a path, the number of possible link combinations can grow exponentially.
Finally, we need a way to aggregate the impact from a query entity to the related entities in
the case of multiple paths. Most of the work on heterogeneous graphs considers a limited
number of relationship types [8, 126, 176]. In this chapter, we are particularly interested
in learning the impact-based recommendations on highly-heterogeneous graphs, which
requires a different strategy. We ask the following question:

RQ3 Given graph-based information of entity relations with types, can we effectively
recommend related entities based on their direct and indirect connections to a query
entity?

To address this question, we propose two novel methods for the impact-based entity
recommendation task. Our first approach is based on learning to rank, in which we
extract features from the subgraphs connecting the query entity eq and related entity e.
The intuition is that we can leverage signals such as the path length between entities in
combination with other features such as the different relationship types in the subgraph
to predict impact. Our second approach is inspired by Bayesian networks, in which we
explicitly model the propagation of impact in the knowledge graphs in a probabilistic
manner and learn to deal with different relationship types accordingly. We make interme-
diate predictions from the query entity to intermediate entities at every stage, i.e., making
predictions locally, and propagate this prediction to the related entity. In the learning
phase, we optimize the weights of each relation type globally within this propagation
sequence, taking into account all possible paths. Our approach is unique in the sense that
it utilizes shared parameters of conditional probability by relationship type across all the
subgraphs.

Our main contributions can be summarized as follows. First, we introduce the novel
task of impact-based entity recommendations from knowledge graphs. Second, we propose
two approaches for entity recommendations in this setting. Third, we perform an in-depth
analysis and compare our methods against a strong baseline for entity recommendations.

The remainder of this chapter is organized as follows. We define the task and setting
in §5.1. We describe our approaches to impact-based entity recommendations from
knowledge graphs in §5.2. A detailed description of our experiments and the data used
is given in §5.3. We discuss the results of our experiments in §5.4 and conclude in §5.5.
Table 5.1 details the main notation that we use throughout the chapter.
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Table 5.1: Glossary of the main notation used in this chapter.

Symbol Gloss

KG a knowledge graph
e an entity, where eq is the query entity
luv a directed edge/link connecting entity u and v
S a subgraph of KG
Seqe a subgraph containing the set of all paths connecting query entity eq and

target entity e

Ψ a learning to rank model
φSuv

features extracted from paths Suv

BSuv
a belief graph derived from the subgraph built from all paths Suv

E a random variable representing node e in B
Q a random variable representing node eq in B
I a random variable representing node i between eq and e in the belief graph

B
P (E|Q) the impact probability of node E given Q
φluv

features extracted from directed edge euv
ω a conditional probability function i.e., P (E|D) for directly connected entity

nodes E and D
Ω aggregated prediction function to estimate P (E|Q), used in learning and

inference

5.1 Problem Formulation

Recall that our primary goal in this chapter is to develop a method for impact-based entity
recommendations from knowledge graphs. We formally define the task as follows:

Definition 20 Impact-based entity recommendations Given a query entity eq , rank each
entity e ∈ KG with respect to its predicted impact given a major event to the query entity.

We formulate a general approach to solve this task as estimating the impact-based relevance
between pairs of entities, i.e., rel(eq, e) and ordering them in a descending order. We
employ two approaches to estimate this relevance. One way to estimate the impact-based
relevance is by predicting the relevance of the entity with respect to the query within a
learning to rank framework, which we detail in Section 5.2.1. Second, we can directly
estimate rel(eq, e) as P (e|eq), the impact probability of an entity e given query entity
eq, through a graph-based inference algorithm as detailed in Section 5.2.2. Finally, as a
baseline, we consider a relevance estimation method based on supervised graph proximity,
which we adapt to support heterogeneous graphs in Section 5.3.3.

In order to reduce the search space for ranking entities e ∈ KG, we first obtain a
subgraph of candidate entities, S. This subgraph is fetched from the KG following a
traversal procedure: given a query entity eq , we first retrieve all entities directly related to
the query entity and then perform depth-first traversal to retrieve the next set of candidate
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entities up to k hops. The query entity, related entities, and all the relations between them
form a subgraph Seq .

5.2 Methods

In this section, we detail our two proposed methods for impact-based entity recommen-
dations: (1) a learning to rank-based model and (2) a probabilistic model inspired by
Bayesian networks.

5.2.1 Learning to rank

Our first approach does not explicitly consider propagation. Here, we rank each candidate
entity e ∈ E based on the following score:

rel(e, eq) = Ψ(φe,eq ), (5.1)

where Ψ is a machine learned ranking model that makes predictions based on φeq,e, i.e.,
the feature representation extracted from subgraphs containing all paths Peqe connecting
related entity e to query entity eq .

Next we describe our feature representation, the details of which are listed in Table 5.2.
We consider length, magnitude, and type features that are meant to capture different
intuitions for impact prediction such as the fact that direct and/or multiple-path connections
are important, but also the fact that single relationship-type connections are important.
Furthermore, these simple intuitions can be combined to form a complex set of rules,
encoding the global structure of the subgraph whilst keeping the number of features linear
with respect to the relationship types.

Length features This feature group is designed to capture the general characteristics of
all paths connecting the query and target entity. In particular, we focus on the length of
the paths and summarize this subgraph by extracting the number of paths connecting the
two entities (i.e., the number of individual paths in pe), shortest path length, longest path
length, and the average path length.

Magnitude features Relations in a knowledge graph can have additional properties.
Consider the following relationship: campaign-donor from a company to a person. Nat-
urally, a property like amount can be included in the knowledge graph. Some of these
properties can be normalized into weights that indicate the strength of a connection. One
way to normalize this property into a weight for this particular relation is to divide this
quantity against the sum of quantities of all relations originating from the same entity.
Another way would be doing the same but then based on the target entity. This feature
group therefore aims to capture the strength of the relationship that exists between all
paths connecting the two entities. We apply the normalization method described above for
each relation property. Then, for a path pqe ∈ Seqe connecting query entity q and entity
e we consider two different types of aggregations and compute the path magnitude by
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Table 5.2: Features used for ranking candidate entities. Features are extracted from all
paths connecting the query and related entity. N indicates numeric vectors, while V
indicates vector features.

Feature Description Type

NumPaths Number of paths connecting the two entities N
MaxPathLen Longest path length N
MinPathLen Shortest path length N
AvgPathLen Average path length N

MinPathMagnitudeProd Minimum path magnitude, aggregated by
product

N

MaxPathMagnitudeProd Maximum path magnitude, aggregated by
product

N

AvgPathMagnitudeProd Average path magnitude, aggregated by prod-
uct

N

MinPathMagnitudeSum Minimum path magnitude, aggregated by
sum

N

MaxPathMagnitudeSum Maximum path magnitude, aggregated by
sum

N

AvgPathMagnitudeSum Average path magnitude, aggregated by sum N

BagRelationTypes Types of relations in the paths V
BagEntityTypes Types of entities in the paths V

aggregating the strength of connections between the two entities as follows:

magnitudeprod(q, e) =
∏

luv∈peq

weight(luv), (5.2)

where weight(e) indicates the weights of all edges connecting two entities aggregated by
multiplying the strength of all intermediate edges. We also consider:

magnitudesum(q, e) =
∑

luv∈peq

weight(luv), (5.3)

where weight(luv) indicates the weights of the edge luv connecting two adjacent entities
u and v. Additionally, we compute the maximum, minimum, and average aggregated
magnitudes as features as well.

Type features This feature group is designed to capture the type of entities and entity
relationships that exist between all paths connecting the two entities. For each entity and
relation type, a boolean feature is extracted to indicate whether the particular entity/relation
type is found within the paths connecting the two entities. This binary vector that indicates
the occurrence of entity and relationship types is then used as a feature.
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5.2.2 Impact propagation
Our second approach directly considers the propagation of impact from one node to
another, starting with the query entity q. We do so by creating a belief graph BPeqe

based
on the knowledge subgraph Seqe for each query-entity pair (eq, e) and then performing
a propagation-like procedure on this belief network. We design a simple but efficient
algorithm inspired by belief propagation algorithms from related work [162, 174]. First,
we represent each entity node e as a random variable E indicating the impact on entity e.
The links in the graph indicate a causal dependency relationship between entities. However,
given the fact (1) that the query and related entities can be connected by multiple paths
and (2) how we construct the subgraph, S will have a tree-like structure. Moreover, the
knowledge graph links are directed, reflecting a relation triple 〈d, r, e〉 denoting source
entity d, relationship r, and target entity e. Projecting this onto the belief graph B, node
D will become the parent of node E.

For inference, we simply instantiate the query node Q, assigning it as an observed
variable and thus indicating that it is an entity that is affected by an event. We then
propagate this state to the other nodes, obtaining the impact probabilities of all other
entities in the subgraph. Our extension of the Bayesian network utilizes a parameterized
conditional probability model that estimates the transitive propagation probability after
representing the connection between two adjacent entities luv as features φ(luv). In the
following subsections, we further detail our approach. We first provide an overview of the
inference and prediction procedure and then we detail how we learn the parameters.

Inference

Ω(.) is the forward propagation function, which applies the conditional probability ω
sequentially from the source to target node. The probability of P (E|Q) is reduced to
the joint probability P (Q,E, I), where I denotes all intermediate nodes between Q and
E. Therefore, following P (E|Q) = P (Q,E)

P (Q) , we can compute the conditional probability
P (Q|E) as the joint probability P (Q,E, I1, .., In). We further assume local propagation,
i.e., a node must be affected for it to be able to spread the influence to a neighboring
(child) node. With this assumption, any parent node D connected to child node E must be
affected, allowing us to avoid computing all the combination of values of all intermediate
nodes as the joint probability of the subgraph. We can therefore compute the conditional
probability efficiently in a top-down manner, propagating the joint probability from query
node Q to entity node E. In this forward propagation, the joint probabilities can be
computed recursively as detailed in Algorithm 2. Conditional probabilities are computed
for each link by applying ω(φ(luv)), which effectively produces solely local predictions.
The joint probability is computed incrementally in a top-down fashion, giving us the joint
probability P (Q, I1, .., In, E) once we reach the related entity node E.

Learning

In the learning phase, we learn the conditional probability of impact propagation param-
eterized by the relationship type. One of the key ingredients to perform inference in a
Bayesian network are conditional probabilities, which serve as the parameters of the
model. In a normal Bayesian network, these parameters θ are typically learned from data.
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Algorithm 2 computeProb(B, q, e)
Input: Belief graph B, query q, candidate entity e
Output: Probability P

1: if IsRoot(E) then
2: P ← 1.0
3: return p
4: else
5: E ← getIncomingLinks(E)
6: C ← {}
7: M ← {}
8: for edge ∈ E do
9: c← ω(φ(edge))

10: C ← C ∪ c
11: m← computeProb(B, q, edge.src)
12: M ←M ∪m
13: P ← causalAggregation(C)joint(M)
14: return P

One of the important benefits of working with knowledge graphs is that these parameter
values can be shared throughout the whole network, i.e., we only need to learn a single
conditional probability function ω that encodes the different conditional probabilities
between entities u and v directly connected by edge e. In the following section, we will
discuss how we learn this conditional probability model from our data.

Instead of learning all values of the parameters P (E|D) for every combination of E
andD, we learn a conditional probability model ω through a gradient-descent optimization
procedure. The conditional probability model will be shared across different subgraphs
generated from our (q, e) pair. In particular, the function computeProb, denoted as Ω in
Algorithm 3, applies the forward inference procedure that we introduced in the previous
subsection. Each link between entity e from its parent d is represented as feature vector
φ(lde) and we use the one-hot vector of the relationship type of l and the magnitude of
the relation w as the feature vector φ. The weight will default to 1.0 if the link does not
contain any magnitude information.

The propagation probability P (E|D) between two adjacent entities e and d connected
by edge lde is indicated in upper case E and D can be estimated as follows:

P (E|D) = ω(lde) =
1

1 + eθφ(lde)
, (5.4)

that is, the probability of entity e given parent entity d can be estimated through a sigmoid
function using weights θ and the binary feature vector extracted from edge that connect
the two entities.

Our optimization procedure to learn the function ω is detailed in Algorithm 3. During
training, the prediction Ω(qm, em) for each data point m is made by propagating evidence
from query to related entity. We first initialize the weights θ of each relationship type
in a random fashion. Next, we make local predictions on direct relations based on these
randomly initialized weights and compute the predictions for every connected pair of
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Algorithm 3 Learning conditional probability model with L-BFGS.
Input: Training data points M
Output: Conditional probability model: ω;

1: θ ← initializeWeights
2: while notConverged(w) do
3: L ← 0.0
4: for each m ∈M do
5: pm ← Ω(subgraph(m))
6: L ← loss(ym, fm)
7: θ ← updateWeights(θ,L))
8: return ω(θ)

entities. Then, we propagate these predictions to the child node, and so on. In the event
of multiple causes, we deal with an aggregation function that we will detail in the next
subsection.

We consider the following loss function:

L =

N∑
i

log(1 + e−yiΩ(xi)), (5.5)

where yi is the label for datapoint i converted to probabilities, and f(xi) the respective
probabilistic prediction on data point i.

With the loss function L, we update the weights by its derivative using the L-BFGS
algorithm [139]. Ω(.) gives the prediction at training time using the current parameter
values θ. By learning the weights of the relationship through forward inferencing, each
relation type is optimized based on its occurrence in the context of other relations within
the subgraph.

Turning labels to probabilities Our impact propagation method expects probabilities
P (E|Q) as input during training. With relevance labels geqe in our training data denoting
the relevance between (eq, e), we convert the labels to probabilities as follows: P (E|Q) =
geqe

4 ,which divides label by the highest possible label, yielding a value between 0.25 and
1.0.

Causal aggregation

Since there can be multiple links directed at node E, E will have multiple parents. This
means that for each entity node with multiple parents the impact contributed by each
parent needs to be aggregated and taken into account, which is equivalent to modeling
causal aggregation. There are different ways to address causal aggregation [174]. With
our Bayesian network-like approach, it is not feasible to learn the conditional probabilities
with joint causes because: (1) we have multiple belief graphs instead of a single Bayesian
network, and (2) it will require a very large amount of data to estimate all the conditional
probabilities in these multiple scenarios. To address this issue, we employ the noisy-or
distribution, which allows us to compress our conditional probability model. Note that, our
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learning framework is generic and can be extended with other methods for modeling such
causal aggregation. The noisy-OR distribution has the property that each possible cause
(i.e., parent in the graph) can exercise its influence independently [174], which is what
we want, as we want to accumulate effects from multiple paths. We utilize the noisy-OR
distribution to combine evidence from multiple parents. This method is computed as
follows:

P (E|D1, D2, ..., Dn) = 1−
∏
i

(
1− P (D|Di)

)
, (5.6)

where i iterates over all parents of D in the belief graph.

Implementation details

Here we detail some final notes on how to put these components together.

Graph preparation To allow the recursive computation of the forward propagation
detailed in Algorithm 2, the belief graphB must not contain any directed loops. We ensure
this constraint by inverting the directionality of an edge if for an edge uuv a destination
node v is already in the ancestor list of the current node u. We also invert the relation
types and weights accordingly for relation types that are not symmetric. For relations that
are symmetric, inverting this relation magnitude is not a problem as the edges in our belief
graph does not necessarily depict actual causal relationship as in a common Bayesian
network, but rather a flow of information.

Feature representation Currently, we utilize the relationship type and magnitude as
features, but our framework is generic and can be extended to include additional features,
such as entity types, entity attributes, etc. We build the belief graphs Bpeqe for all query-
entity pairs, and learn a shared conditional probability model ω in a supervised manner
from the training data, optimizing against the likelihood of observed labels through
gradient descent. We initialize the weights of relation types θ for the ω randomly, and
update it until convergence.

5.3 Experimental Setup

In this section, we describe our experimental setup and detail the research questions that
drive our experiments, the data and baseline we use, evaluation metrics, and parameter
settings of the methods.

We ask the following question:

RQ3 Given graph-based information of entity relations with types, can we effectively
recommend related entities based on their direct and indirect connections to a query
entity?

Our experiments are driven by the following research questions, derived from RQ3:

RQ3.1 How do our proposed methods and the baseline perform on the task of impact-
based entity recommendations?
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RQ3.2 How does the impact propagation method compare against the learning to rank
method?

RQ3.3 How do our proposed methods perform across different queries?

RQ3.4 Can the impact propagation model learn which relationship types are important
for impact-based recommendation?

5.3.1 Data

We perform our experiments on both a publicly available knowledge graph as well as an
industrial knowledge graph from a commercial data provider company. Our public dataset
is based on the LittleSis database [121], which primarily focuses on the political domain.
This knowledge graph contains various object types including people, organizations, and
locations. The relationships can be grouped into ten main categories: position, student,
member, relation, donation, service, lobbying, professional and ownership. Currently, this
knowledge graph contains facts about 100,000 entities. We perform some preprocessing
and extract a subgraph of this data, leaving out rare relation types. We end up with 168
relation types which comprise 900,000 relations.

Our industrial dataset is based on a knowledge graph of a commercial data provider
company. It contains entities and relationships that covers the business and finance
domains. The entities are of multiple types including companies, people, locations, etc.
This knowledge graph is highly-heterogeneous, with more than 100 different relation
types.

5.3.2 Relevance assessments

For our relevance assessments we generate the candidate related entities using the fol-
lowing procedure. We first perform candidate generation with the traversal algorithm
described in Section 5.1. To limit the size of the query subgraph, and the number of
candidates, we limit our traversal based on the degree of each node. If a node has an
in-degree above a threshold k = 30, we will not continue traversing the incoming links,
as we assume these to be very general connections.

We sample a number of query entities and extract subgraphs from the knowledge
graph by traversing for a maximum of k hops from the query entity. To make sure we have
a representative number of entities in each hop, we sample candidate entities separately
for each hop, i.e., we compute the shortest distance from a candidate entity to the query
entity, and sample entities with shortest distance in k ∈ 1, 2, 3. This ensures that we have
a number of direct and indirect candidates in our dataset.

We finally present these query and candidate pairs to assessors to judge the impact-
based recommendations. We utilize crowdsourcing to collect our relevance judgments.
More specifically, we design a task in which the assessors have to decide the query entity’s
impact to the candidate entity. We ask the assessors to judge the impact within a 4-grade
relevance level. We instruct the crowd to annotate as follows:

• Not relevant: an event affecting query entity q will have no impact on the candidate
entity e.
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• Somewhat relevant: an event affecting query entity q might have an impact on the
candidate entity e, although this impact might be limited.

• Relevant: an event affecting query entity q will have an impact to the candidate
entity e.

• Highly-relevant: an event affecting query entity q will have an obvious and strong
impact on candidate entity e.

We initially judge 60 query-entity pairs and use that as test questions to control
the quality of the crowd annotation. We use CrowdFlower as our annotation platform.
CrowdFlower will automatically exclude annotators whose agreements fall below a
threshold (set to 0.7). In the end, we collect 1600 judgments of query-entity pairs,
comprising 54 query entities for the experiments on LittleSis.

5.3.3 Baseline

We compare the performance of our proposed methods: Learning to Rank (LTR) and
Impact Propagation (IP) against a baseline based on supervised random walks in our
experiments. We detail this baseline in the remainder of this section. Although random
walk-based methods are typically used to perform unsupervised recommendations on
graph data, we adopt a supervised random walk method based on [8] to incorporate
parameterized edge weights. That is, we learn different transition probabilities for each
edge type in the knowledge graph. Intuitively, this allows for a better approximation of
edge weights. This supervised random walk method learns from pairwise preferences of
entity page ranks. For every data point i, j ∈ D in the training data, we generate paired
preference xi, xj for every pair that satifies yi < yj . In the learning step of the PageRank
edge weight parameters, we aim to reduce the number of incorrectly ordered preference
pairs. More specifically, we aim to optimize the following loss function:

minF (θ) = ||θ||2 + λ
∑

(pl,pd)∈P

h(pl − pd), (5.7)

where θ is the parameter for edge weights, λ the regularization parameter, P is a list of
known PageRank ordering such that pl < pd. h(.) is the loss function computed from
the pairwise PageRank difference of any two nodes in the subgraph. Following [8], we
choose the Wilcoxon-Mann-Whitney (WMW) loss with b set to 0.5:

h(x) =
1

1 + exp(−x/b)
, (5.8)

which is differentiable and has been proposed to maximize AUC in [247]. Using the
relation type to parameterize the transition probabilities of the links, we ultimately learn
the transition probability and the respective edge weights for the relation type. We use
the learned edge weights to compute page rank scores in the heterogeneous graph and
consider the PageRank scores as the final score to rank the entities for recommendation.
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Table 5.3: Results on the LittleSis dataset.
Method P@1 P@3 P@5 P@10 N@1 N@3 N@5 N@10

SRW .717 .731 .724 .711 .699 .787 .808 .835
LTR .836 .816** .790 .759* .798* .841** .858* .874**
IP .750* .786 .752 .751* .736* .817 .825* .854**

5.3.4 Metrics and significance testing

We evaluate the proposed approaches in a rank-based setting. As our problem can be
considered as a form of entity recommendation, we use metrics commonly used in
document retrieval: precision at m and nDCG@m where m ∈ 1, 3, 5, 10. We compute
DCG using: DCG@k =

∑k
i=i

2reli−1
log2(i+1) ,and normalize DCG with the ideal DCG to

obtain nDCG. To determine whether the difference in performance between methods is
statistically significant we apply the student’s paired t-test and use * to denote p < 0.1
and ** for p < 0.05.

5.4 Results and Discussion

In this section we present the results of our experiments, answer the research questions
we pose in the previous section, and discuss the insights that we gained. We first turn to
answering RQ3.1 and RQ3.2 by performing experiments on the LittleSis and industrial
data.

Table 5.3 details the results of our experiments on the LittleSis data. Overall, the
learning to rank method obtains the best performance both in terms of precision and
NDCG. We further observe that both our methods improve upon the supervised random
walk baseline in all metrics. We look at the performance of the learning to rank approach
on the public dataset. LTR obtains a 10% improvement over the baseline in terms of
P@3 and 5.6% in P@10. In terms of NDCG@10, LTR achieves a 4.8% improvement.
When we turn to the performance of the impact propagation (IP) approach we find that it
obtains a 7% improvement over the baseline in terms of P@10. In terms of NDCG@10,
IP achieves a 4% improvement over the baseline.

When we compare the performance of the methods on the industrial knowledge graph,
similar trends emerge. First, we find that both our proposed methods improve upon the
supervised random walk baseline on almost all metrics and settings.1 This improvement
is significant, with the LTR method again achieving the best overall performance in terms
of precision and NDCG. We do note that the impact propagation method also improves
significantly over the baseline. The improvements of LTR and IP are also of greater
magnitude than on the LittleSis dataset.

Finally, we summarize the results of this experiment. We observe that the learning to
rank approach tends to achieve the most improvements in terms of precision, outperform-
ing the baseline and IP. Both methods consistently obtain significant improvements over
the baseline on the public and industrial datasets.

1Due to the proprietary nature of this dataset we cannot publish any absolute scores, unfortunately.
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In summary, both our proposed methods show their potential for impact-based entity
recommendations, obtaining improvements both on the LittleSis data and on the industrial
data. Overall, the learning to rank method obtains more improvements compared to the
impact propagation method.

5.4.1 Performance across queries
Here we answer RQ3.3, comparing the performance of the different method across queries
to gain more insights.

Win-loss analysis First, we want to discover whether LTR achieves the overall improve-
ments while consistently outperforming IP. We do so by comparing the NDCG@10 and
P@10 of LTR and IP across all queries.

Table 5.4 shows a detailed result of this contrastive analysis. In terms of NDCG, we
observe that IP performs better than LTR on 13 queries, while LTR wins on 28 queries.
There are 13 occasions where the performance ends up in a tie, which means they achieve
the same scores. When it comes to precision, we observe that IP performs better than
LTR on 14 queries, while LTR wins on 18 queries. There are 18 occasions where the
performance ends up in ties. This result indicates that the two methods perform differently
on different circumstances.

Performance on difficult queries Our next experiment concerns query difficulty. The
relevance assessments on the LittleSis dataset show that each query does not have an
equal distribution of relevance judgments. In this LittleSis data specifically, most labels
are concentrated around the ‘Somewhat relevant’ and ‘Relevant’ labels. There are some
queries where there are considerably more relevant than non-relevant entities as candidates,
making the actual rankings produced by the different methods less important. We are
particularly interested in a segment we define as difficult queries for this task, estimating
difficulty through the proportion of candidates that are judged non-relevant to the ones
that are judged relevant in the subgraph. We define difficult queries as queries with more
non-relevant than relevant candidates.

Table 5.5 shows the performance of the different methods on this particular segment.
Interestingly, we observe that the impact propagation method achieves the best perfor-
mance in this segment. The improvement in terms of P@10 is significant and of a large
magnitude (27% improvement). This again confirms the potential of the impact propaga-
tion method, since it is successful in retrieving the relevant entities when the subgraph also
contains a considerable number of non-relevant entities. This suggests that IP is better at
more difficult query entities.

5.4.2 Relation importance analysis
In this section, we answer RQ3.4, focusing on the impact propagation method. Recall
that one main advantage of our proposed impact propagation method is that it can learn
the importance of each relation type in the context of other relations in the subgraph,
thus providing us with an interpretable model. This is in contrast with the learning to
rank model which learns more generic patterns such as short paths are more important
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Table 5.4: Contrastive results of LTR vs. IP the LittleSis dataset.
Result NDCG@10 P@10

LTR wins 28 18
Ties 13 22
IP wins 13 14

Table 5.5: Results on the LittleSis dataset using the only the difficult query segment, i.e.,
queries with more judged non-relevant than relevant candidates.

Method NDCG@10 P@10

Supervised Random Walks .709 .552
Learning to Rank .766 .635
Impact Propagation .776 .705**

than long paths. One way to interpret this impact propagation model is by looking at the
learned weights of each relation directly.

The LittleSis public dataset comes from the political domain, so the model is expected
to reflect how impact works in this political universe. Table 5.6 shows the weights of
the relations learned by our impact propagation algorithm. We only show the top 10
relations in the table, although there are up to 168 distinct relationships in LittleSis. A
quick scan over all relations indicates that some of these relations are less important
and would not contribute much to impact-based entity recommendations. The model
manages to learn that campaignDonor-campaignRecipient in the political domain is
important for impact-based recommendation. The model also learns that these campaign-
related and transactional relations such as lobbying, contractor, and investor are very
important, and weights these key relation types significantly higher than other, more
arbitrary person-company or company-to-company relationships. Similarly, key person-
to-organization/company relations such as foundingPartner and institutionalInvestor are
considered more important than more arbitrary relations such as organization-member, or
social relations such as close-friends.

In summary, we conclude that the impact propagation method can learn to distinguish
the important relation types, and weight them accordingly. This finding is important
because explainability provides an added value in our impact-based entity recommendation
setting. Although the learning to rank method obtains better performance compared to
impact propagation, it can only produce a very generic explanation, while the impact
propagation method can estimate the probability of each intermediate nodes and paths
leading to the related entities in the subgraph, providing more intuitive explanations.

5.4.3 Error analysis

When looking at specific errors being made by the impact propagation method, we
find some interesting cases where the impact propagation performs worse than both the
learning to rank and the supervised random walk methods. For one case in particular the
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Table 5.6: Relation importance on the public data learned by the impact propagation
method. Only the top-10 relations are shown here.

Relation Weight

campaignDonor-campaignRecipient 16.658
campaignRecipient-campaignDonor 15.245
lobbyingClient 3.588
foundingPartner 3.241
directLobbying 2.045
donation 1.887
membership 1.765
contractor 1.622
institutionalInvestor 1.267
client 1.25

connections in the query subgraph are very rich, i.e., there can be up to 33 paths from the
query entity to a candidate entity. The query entity has 47 judged candidates which range
from somewhat relevant to highly relevant. The relations found in this query subgraph
are mostly campaign-related relations, which tend to get very high weights as the model
learn that they tend to be important. One possible reason for the impact propagation
method to perform worse in this case has something to do with the noisy-OR distribution
and the highly connected nature of the subgraph. Recall that the noisy-OR distribution
accumulates the impact from multiple paths in a superlinear fashion [174]. Combined
with a high degree of connections and highly-weighted relations this would mean that a
lot of entities will receive a high probability of impact in this kind of subgraph, which
would explain the worse performance of impact propagation compared to other methods.

This finding suggests an investigation of a better causal aggregation method. Possible
solutions include adjusting the aggregation by taking into account the number of incoming
edges, or even learning how to perform causal aggregation from data directly.

5.4.4 Scalability and efficiency

In this section, we analyze the complexity of the compared methods when learning from
M training data and making predictions for C candidates, in particular with respect to the
subgraph size S as defined by the number of vertices V and the number of edges E.

Learning The complexity of the supervised random walk method during training is:
O(G(P (V 2F )) + M2)) that is G gradient descent iterations with P iterations of the
random walk with restart procedure which grows quadratically with respect to the number
of nodes V , including computing the derivative for page rank for each of the F feature.
Because the algorithm works by optimizing pairwise preferences, the training data avail-
able also grows to M2. While for learning to rank with the Random Forest algorithm:
O(T (V +E)M logM), since we are training T trees with the cost of roughly V +E for
feature representation andM logM for growing each tree. Finally, the impact propagation
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learning complexity is: O(GM(V +E)), because we are performing G gradient descent
iterations for M data points, visiting V nodes and E edges for each data point. We can
see that both learning to rank and impact propagation are much more efficient during
learning, especially with respect to the size of the query subgraphs.

Prediction As to prediction, SRW will take O(P (V 2)), taking P iterations until the
PageRank converges. For learning to rank, the complexity is O(CT (V + E)) if there are
C candidates in the subgraph. IP will take O(C(V +E)) to make C predictions. All of
these algorithms have a worst case complexity of O(V 2) during prediction as E and CV
can grow to V 2. However, the impact propagation method can be considered the most
efficient one up to a constant factor, while also delivering some improvements over SRW
when it comes to effectiveness.

5.5 Conclusions

In this chapter, we have considered entity-entity associations and brought the nature of
the associations (as specified by the relation type) to the forefront. We have introduced
the notion of impact and proposed the novel task of impact-based entity recommendations
from knowledge graphs. The novel task can be considered as a form of exploratory
search on graph data. The data that we use in our experiments contains a large number of
relations, which renders methods that are based on learning combination of relations of
path such as [126] ineffective.

To address this task, we propose two novel graph-based recommendation methods:
learning to rank and impact propagation. In our learning to rank method, we extract global
characteristics of the subgraph connecting query and related entities and learn a model to
score the candidate entities. In the impact propagation method, we treat the subgraphs as
a Bayesian network and learn shared network parameters of conditional probabilities in a
supervised fashion. We have asked the following question:

RQ3 Given graph-based information of entity relations with types, can we effectively
recommend related entities based on their direct and indirect connections to a query
entity?

To answer RQ3, we have experimented with entity relations stored in a publicly available
and an industrial knowledge graph.

Our experiments show that our proposed methods managed to achieve a good perfor-
mance, showing that the task can be addressed effectively. Our best method outperforms a
supervised baseline method based on graph proximity. Our best model achieves 11% per-
formance improvement in terms of precision and 10% improvements in terms of NDCG
over this baseline on the industrial dataset. Upon comparing the performance across all
queries, we find that the proposed methods outperform each other on different sets of
queries. In addition, we also find that the impact propagation method performs better on
difficult queries.

Our findings have the following implications. First, our impact propagation method can
learn important relation types and comes with explainability; thus, it will be useful to help
users who require explanations when exploring the relatedness of entities in a knowledge
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graph. Second, the recommendation performance is query-dependent; therefore, query
features should be incorporated into the recommendation algorithm, as they might affect
the size and complexity of the candidate subgraphs.

Our method also has several limitations. First, we are currently only using edge
features as parameters in our propagation model. Secondly, our causal aggregation
method is limited to the noisy-OR strategy, which performs poorly on some cases. Finally,
the explanations that our model provides are still not tailored to general users.

For future work, we are interested in exploring several directions. First, we would like
to extend our approach to incorporate query, source, and target node features. Secondly,
we would like to experiment with semi-supervised learning, training the model based
on pseudo-training data based on known entity associations. Finally, we would like to
improve this by generating explanations that are more accessible for the users, as in
[234].
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6
Document Filtering for Long-tail Entities

In this chapter, we continue with our focus on the second type of association: entity-
document associations. This type of association can be explored from two directions: the
relevance of a document with respect to an entity, or the saliency of an entity within a
document. We focus on the former and consider the task of filtering documents for the
purpose of updating an entity’s knowledge base profile.

A knowledge base contains information about entities, their attributes, and their re-
lationships. Modern search engines rely on knowledge bases for query understanding,
question answering, and document enrichment [9, 169, 234]. Knowledge-base construc-
tion, either based on web data or on a domain-specific collection of documents, is the
cornerstone that supports a large number of downstream tasks. In this chapter, we consider
the task of entity-centric document filtering, which was first introduced at the TREC
KBA evaluation campaign [77]. Given an entity, the task is to identify documents that are
relevant and vital for enhancing a knowledge base entry for the entity given a stream of
incoming documents.

To address this task, a series of entity-dependent and entity-independent approaches
have been developed over the years. Entity-dependent approaches use features that rely on
the specifics of the entity on which they are trained and thus do not generalize to unseen
entities. Such methods include approaches that learn a set of keywords related to each
entity and utilize these keywords for query expansion and document scoring [57, 142]
as well as text-classification-based approaches that build a classifier with bag-of-word
features for each entity [77]. Signals such as Wikipedia page views and query trends
have been shown to be effective, since they usually hint at changes happening around an
entity [11]; these signals are typically available for popular entities but when working
with long-tail entities, challenges akin to the cold-start problem arise. In other words,
features extracted from and working for popular entities may simply not be available for
long-tail entities.

In this chapter, we are particularly interested in filtering documents for long-tail entities.
Such entities have limited or even no external knowledge base profile to begin with. Other
extrinsic resources may be sparse or absent too. This makes an entity-dependent document
filtering approach a poor fit for long-tail entities. Rather than learning the specifics of each
entity, entity-independent approaches to document filtering aim to learn the characteristics
of documents suitable for updating a knowledge base profile by utilizing signals from the
documents, the initial profile of the entity (if present), and relationships between entities
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Table 6.1: Glossary of the main notation used in this chapter.

Symbol Gloss

S Stream of documents
d a document
e an entity
p a profile of an entity
a an aspect of an entity

and documents [11, 235, 236]. While entity-dependent approaches might be able to
capture the distributions of features for each entity better, entity-independent approaches
have the distinct advantage of being applicable to unseen entities, i.e., entities not found
in the training data. As an aside, entity-independent methods avoid the cost of building
a model for each entity which is simply not practical for an actual production-scale
knowledge base acceleration system. We ask the following question:

RQ4 How do we filter documents that are relevant to update an entity profile, if the entity
is in the long-tail?

Our main hypothesis is that a rich set of intrinsic features, based on aspects, relations,
and the timeliness of the facts or events mentioned in the documents that are relevant for a
given long-tail entity, is beneficial for document filtering for such entities. We consider a
rich set of features based on the notion of informativeness, entity-saliency, and timeliness.
The intuition is that a document (1) that contains a rich set of facts in a timely manner, and
(2) in which the entity is prominent makes a good candidate for enriching a knowledge
base profile. To capture informativeness, we rely on three sources: generic Wikipedia
section headings, open relations, and schematized relations in the document. To capture
entity-saliency, we consider the prominence of an entity with respect to other entities
mentioned in the document. To capture timeliness, we consider the time expressions
mentioned in a document. We use these features with other basic features to train an
entity-independent model for document filtering for long-tail entities.

Our main contributions can be summarized as follows: (1) We propose a competitive
entity-independent model for document filtering for long-tail entities with rich feature
sets designed to capture informativeness, entity-saliency, and timeliness. (2) We provide
an in-depth analysis of document filtering for knowledge base acceleration for long-tail
entities.

6.1 Problem Definition

In this chapter, we study the problem of identifying documents that contain vital informa-
tion to add to a knowledge base. We formalize the task as follows. Given an entity e and
a stream of documents S, we have to decide for each document de ∈ S that mentions e
whether it is vital for improving a knowledge base profile pe of entity e. More formally,
we have to estimate:

P (rel | de, e), (6.1)
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where rel is the relevance of document de with respect to entity e. A document is
considered vital if it can enhance the current knowledge base profile of that entity, for
instance by mentioning a fact about the entity within a short window of time of the actual
emergence of the new fact. Note that a profile pe is a textual description of an entity (i.e.,
not a structured object), such as a Wikipedia page or any other web page providing a
description of the entity at a certain point in time.

6.2 Method

In this section, we describe our general approach to document filtering. We consider
several intrinsic properties of a document that will help to detect vital documents. In
particular, we consider the following dimensions:

• Informativeness – a document d that is rich in facts is likely to be vital.

• Entity-saliency – a document d in which an entity e is salient among the set of
entities E occurring in d is likely to be vital.

• Timeliness – a document d that contains and discusses a timely event (with respect
to document creation time or classification time) is likely to be vital.

We hypothesize that not all of these properties need to be satisfied for a document to be
considered vital, i.e., some combination of features derived from these properties and
other basic features for document filtering would apply in different cases.

6.2.1 Intrinsic features
Below, we detail the intrinsic features derived to capture the three dimensions described
above and how these features are used to operationalize Eq. 6.1. The features are meant
to be used in combination with others that are commonly used in document filtering and
that will be described below. In the following paragraphs we describe these features; a
high-level summary can be found in Table 6.2.

Informativeness features

Informativeness features aim to capture the richness of facts contained in a document. The
intuition is that a document that contains a lot of facts, for instance in the form of relations,
such as work-for, spouse-of, born-in, is more likely to be vital. We operationalize
informativeness in three ways, using entity page sections in a knowledge base (e.g.,
Wikipedia), open relations, and schematized relations as detailed below. We denote the
informativeness features as FI .
Wikipedia aspects. We define aspects as key pieces of information with respect to an
entity. The central idea here is that a vital document contains similar language as some
specific sections in Wikipedia pages; cf. [75]. We therefore aggregate text belonging to
the same Wikipedia section heading from multiple Wikipedia pages in order to build a
classifier. To be able to extract aspect features for a document, we first construct a bag-of-
words model of aspects Ac of an entity type c from Wikipedia as detailed in Algorithm 4.
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Algorithm 4 Building a Wikipedia aspect model.
Input: Wikipedia entity category: c, Wikipedia articles: W
Output: Aspect model: Ac;

1: C ← retrieveArticles(W, c)
2: HC ← extractSectionHeadings(C)
3: aggregateSectionHeadings(HC)
4: for each h ∈ HC do
5: SC ← retrieveSections(HC , h)
6: as ← combineSections(SC)

Here we first retrieve Wikipedia articles of all entities belonging to the Wikipedia category
c; our entities are filtered to be either in the Person or Location category. Next, we identify
the section headings within the articles. We take the m most frequent section headings
and, for each section heading, we remove stopwords and aggregate the contents belonging
to the same heading by merging all terms that occur in the heading as an aggregated
bag-of-words. We then represent each aggregated content section as a bag-of-words
representation of aspect ak ∈ A and compute the cosine similarity between the candidate
document d and aspect ak to construct an aspect-based feature vector

Ak(d) = cos(d, ak). (6.2)

We refer to the vector Ak as the ASPECTSIM features in Table 6.2.

Open relation extraction. Here, we use the relation phrases available from an open
information extraction system, i.e., Reverb [68]. As an open relation extraction system,
Reverb does not extract a predefined set of entity relations from text, but detects any
relation-like phrases. Given a text as input, it outputs unnormalized relational patterns in
the form of triples of an entity, a verb/noun phrase, and another entity. As another feature,
we utilize the relational patterns generated by Reverb from the ClueWeb09 corpus [69].
Algorithm 5 details our procedure to generate a list of open relation phrases from this
output. Due to the large number of patterns and limited amount of training data, it is
not feasible to use all of these patterns as features. Therefore, we select popular phrases
out of all available patterns. To this end, we first cluster the relation phrases based on
their lemmatized form, obtaining grouped patterns G. Then, we estimate the importance
of each pattern group g ∈ G based on their aggregated count in the ClueWeb09 corpus.
That is, we sum the occurrence cp of each pattern p as the count of group g, obtaining cg .
Finally, we select the n most frequent relation phrases. We compute the feature vector
by splitting a document into sentences and, for each relation phrase R compiled in the
previous step, we generate a feature vector containing the counts:

Rk(d) = count(d, rk), (6.3)

where count(d, r) returns the count of any instances of open relation pattern r in the
document d. We refer to the vector Rk as the RELOPEN features in Table 6.2.

Closed relation extraction. The last informativeness feature is based on the occurrence
of a set of pre-defined relations within the text of the candidate document. We obtain all
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Algorithm 5 Selecting open relation phrase patterns.
Input: Open relation phrases: P , Corpus C
Output: Ranked open relations model: R;

1: G← groupPhrasesByLemma(P )
2: for each g ∈ G do
3: for each p ∈ g do
4: cp ← getCount(C, p)
5: cg ← cg + cp
6: R← selectTopk(G, c)

relation mentions detected in the text by a relation extraction system, the Serif tagger [34].
In our task, the corpus contains annotations of relation types based on the ACE relation
schema [58]. We only consider relations involving entities that are a person, organization,
or location which amounts to 15 ACE relation types. We construct a vector of the ACE
relation types at the document level:

Sk(d) = count(d, sk), (6.4)

where count(d, s) is the count of detected relations k in the document. We refer to Sk as
the RELSCHEMA features in Table 6.2.

Entity saliency features

The entity saliency features FE aim to capture how prominently an entity features within
a document. Although the basic features (defined in §6.2.2) might capture some notion of
saliency, they are focused on the target entity only. We extend this by looking at mentions
of other entities within the document. For example, if e is the only entity mentioned in the
document then it is probably the main focus of the document.

We define a full mention as the complete name used to refer an entity in the document
and a partial mention as the first or last name of the entity. We introduce the following
novel features based on this notion of entity saliency. The first feature is simply the
number of entities in the document:

DOCENTITIES (d) = |M | , (6.5)

where M is the set of all entity mentions. The next feature is the number of entity
mentions:

DOCMENTIONS (d) =
∑
e′

n(d,me′), (6.6)

that is, the total number of entity mentions as identified by the Serif tagger. The next
feature is the number of sentences containing the target entity e:

NUMSENT (d, e) = |Se| , (6.7)

where Se is the set of all sentences mentioning entity e.
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We further define the fraction of full mentions of e with respect to all entity mentions
in the document:

FULLFRAC (d, e) =
nfull(d,me)∑
e′ n(d,me′)

, (6.8)

and also include the fraction of partial mentionsme of e with respect to all entity mentions
in the document:

MENTIONFRAC (d, e) =
npartial(d,me)∑

e′ n(d,me′)
, (6.9)

where n(d,m) counts the number of mentions in document d again obtained by the named
entity recognizer.

Timeliness features

Timeliness features FT capture how timely a piece of information mentioned in the
document is. We extract these features by comparing the document metadata containing
the document creation time t with the time expressions mentioned in the documents:

TMATCH Y (d) = count(year(t), d), (6.10)

where count(year(t), d) counts the occurrences of year expressions of t appearing in the
document.

TMATCH YM (d) = count(yearmonth(t), d), (6.11)

where count(yearmonth(t), d) counts the number of times year and month expressions
of t appearing in the document. Finally,

TMATCH YMD(d) = count(yearmonthday(t), d), (6.12)

where count(yearmonthday(t), d) counts the number of times the year, month, and date
expressions of t occur in the document d.

6.2.2 Basic features
This section describes basic features FB that are commonly implemented in an entity-
oriented document filtering system [11, 235].
Document features. Features extracted from document d, capturing the characteristics
of d independent of an entity. This includes the length, type, and language of d.
Entity features. Features based on knowledge about entity e including, for instance, the
number of related entities in the entity’s profile pe. In addition, we incorporate the length
of profile pe and the type of entity profile available: Wiki, Web, or Null.
Document-entity features. Features extracted from an entity and document pair. This
includes the occurrences of full and partial mentions of e in the document as well as the
first and last position of occurring. They also include similarity between d and pe and the
number of related entities of e mentioned in the document.
Temporal features. Temporal features extracted from the occurrences of e within the
stream corpus S. After aggregating entity mentions in hourly bins, we obtain the counts
in the previous k hours before the creation of document d, where k ∈ {1, . . . , 10}.

102



6.2. Method

Table 6.2: Features for document filtering, for an entity e and/or document d.

Feature Description

SRC (d) Document source/type
LANG(d) Document language
REL(e) Number of of related entities of e
DOCREL(e) Number of of related entities of e in d
NUMFULL(d, e) Number of mentions of e in d
DOCREL(d, e) Number of of related entities of e in d
NUMPARTIAL(d, e) Number of partial mentions of e in d
FPOSFULL(d, e) First position of full mention of e in d
LPOSFULL(d, e) Last position of full mention of e in d
FPOSPART (d, e) First position of partial mention of e in d
LPOSPART (d, e) Last position of partial mention of e in d
SPRPOS (d, e) Spread (first position − last position) of mentions of e in

d
SIM cos(d, pe) Text cosine similarity between d and pe
SIM jac(d, pe) Text jaccard similarity between d and pe
PREMENTION h(d, e) Mention count of entity in the previous h hour before

document creation time of d

DOCLEN chunk(d) Length of document in number of chunks
DOCLEN sent(d) Length of document in number of sentences
ENTITYTYPE (e) Type of e (PER, ORG, or FAC)
PROFILETYPE (e) Profile type: wiki,web, or null
PROFILELEN (e) Length of entity profile e
ASPECTSIM k(d) Cosine similarity between d and aspectk estimated from

Wikipedia
RELOPEN k(d) Number of normalized open relation phrases k in d
RELSCHEMAk(d) Number of relation type k in document d
NUMENTITIES (d) Number of unique entity mentions in the documents
NUMMENTIONS (d) Number of entity mentions in the documents
NUMSENT (d, e) Number of sentences in d containing entity e
FULLFRAC (d, e) Number of full mentions of e in the document, normalized

by number of entity mentions
MENTIONFRAC (d, e) Number of full or partial mentions of e in the document,

normalized by number of entity mentions
TMATCH Y (d) Number of year expressions of timestamp t in d
TMATCH YM (d) Number of year, month expressions of timestamp t in d
TMATCH YMD(d) Number of year, month, date expressions of timestamp t

in d
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6.2.3 Machine learning model
Next, we detail our classification-based machine learning model. We formulate the task as
binary classification and train a classifier to distinguish vital and non-vital documents using
the concatenated vector of all features described previously: F = FB∪FI ∪FE ∪FT . We
train a global model M in an entity-independent way, utilizing all training data available
for the model. Creating such a general model has the benefit that it can be readily applied
to entities that do not exist in the training data.

We use gradient boosted decision trees (GBDT) [79] as our machine learning algorithm.
GBDT learns an ensemble of trees with limited complexity in an additive fashion by
iteratively learning models that aim to correct the residual error of previous iterations. To
obtain the probabilistic output as required by Eq. 6.1, the gradient boosting classifier is
trained as a series of weak learners in the form of regression trees. Each regression tree
t ∈M is trained to minimize mean squared error on the logistic loss:

MSE =
1

n

n∑
i

(
y2
i −

(
1

1 + epredi

)2
)
, (6.13)

where y is the training label converted to either 0 or 1 for the negative and positive class,
respectively, and pred is the prediction score of the regression tree at data point i. The
trees are trained in a residual fashion until convergence. At prediction time, each tree
produces a score st; these are combined into a final score s, which is then converted into a
probability using the logistic function:

P =
1

1 + e−s
. (6.14)

We take this output as our estimate of Eq. 6.1. We refer to our proposed entity-independent
document filtering method as EIDF.

6.3 Experimental Setup

In this section we detail our experimental setup including the data that we use, the
relevance assessments, and the evaluation metrics. Our experiments address the following
research questions:

In the beginning of this chapter, we ask the following question:

RQ4 How do we filter documents that are relevant to update an entity profile, if the entity
is in the long-tail?

Our experiments are driven by the following research questions derived from RQ4:

RQ4.1 How does our approach, EIDF, perform for vital document filtering of long-tail
entities?

RQ4.2 How does EIDF perform when filtering documents for entities not seen in the
training data?

RQ4.3 How does EIDF compare to the state-of-the-art for vital document filtering in
terms of overall results?
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6.3.1 Data and annotations

The TREC KBA StreamCorpus contains 1.2B documents. Roughly half of these (579M)
have been annotated with rich NLP annotations using the Serif tagger [78]. This annotated
set is the official document set for TREC KBA 2014. Out of these annotated documents,
a further selection is made for the Cumulative Citation Recommendation (CCR) task of
KBA 2014. This results in the final kba-2014-en-filtered subset of 20,494,260 documents,
which was filtered using surface form names and slot filling strings for the official query
entities for KBA 2014. These documents are heterogeneous and originate from several
Web sources: arxiv, classifieds, forums, mainstream news, memetracker, news, reviews,
social, and blogs. We perform our experiments on this filtered subset.

The entities used as test topics are selected from a set of people, organizations, and
facilities in specific geographical regions (Seattle, Washington, and Vancouver). The test
entities consist of 86 people, 16 organizations, and 7 facilities, 74 of which are used for
the vital document filtering task. Assessors judged ∼30K documents, which included
most documents that mention a name from the handcrafted list of surface names of the
109 topic entities. Entities can have an initial profile in the form of wikipedia, web, or
null, indicating that no entity profile is given as a description of the entity. In order to
have enough training data for each entity, the collection was split based on per-entity
cut-off points in time. Some of the provided profile pages are dated after the training
time cutoff of an entity. To avoid having access to future information, we filter out entity
profiles belonging to those cases. Table 6.3 provides a breakdown of profile types of the
test entities.

Table 6.3: Distribution of entity profile types and examples.

Entity profile Count Examples

Wiki 14 Jeff Mangum, Paul Brandt
Web 19 Anne Blair, Bill Templeton
Null 41 Ted Sturdevant, Mark Lindquist

Annotators assessed entity-document pairs using four class labels: vital, useful, neutral,
and garbage. For a document to be annotated as vital means that the document contains
(1) information that at the time it entered the stream would motivate an update to the
entity’s collection of key documents with a new slot value, or (2) timely, new information
about the entity’s current state, actions, or situation. Documents annotated as useful are
possibly citable but do not contain timely information about the entity. Neutral documents
are documents that are informative, but not citable, e.g., tertiary sources of information
like Wikipedia pages. Garbage documents are documents that are either spam or contain
no mention of the entity. The distribution of the labels is detailed in Table 6.4. As our
model performs binary classification, we collapse the non-vital labels into one class during
training.

One of our proposed features is based on generic Wikipedia sections of Person and
Location entities. For this purpose, we use a Wikipedia dump from January 2012.
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Table 6.4: Label distribution in the ground truth.

Label Training Test

Vital 1,360 4,665
Useful 5,482 20,370
Neutral 522 2,044
Garbage 3,302 1,961

6.3.2 Experiments

We run three experiments: two main experiments aimed at assessing the performance
of EIDF on long-tail entities and on unseen entities, and a side experiment in which we
determine the performance on all entities.

Main experiment: Long-tail entities. This main experiment aims to answer RQ4.1 and
adapts the standard TREC KBA setting with one difference: we aggregate the results for
different entity popularity segments. We define long-tail entities to be entities without a
Wikipedia or Web profile in the TREC KBA ground truth data. All training entities are
used to train the model and, during evaluation, a confidence score is assigned to every
candidate document. All experiments are performed on the already pre-filtered documents
using the canonical name of the entities as detailed above. Only documents containing
at least a full match of the entity name are therefore considered as input. We focus on
distinguishing vital and good documents, and use only documents belonging to these
labels as our training data.

Main experiment: Unseen entities. The second main experiment aims to answer RQ4.2.
We assess the performance of EIDF on unseen entities, i.e., entities not found in the
training data . We design this experiment as follows. We randomly split the query entities
into five parts and divide the training data accordingly. For every iteration we train on the
training data consisting only of document-entity pairs of the corresponding entity split
and test on the remaining split. We perform this procedure five times, resulting in a 5-fold
cross-validation.

Side experiment: All entities. Our side experiment aims to answer RQ4.3 and follows
the standard TREC KBA setting. All entities within the test set are considered in the
evaluation (i.e., the results are not segmented) to asses the overall performance of EIDF.

6.3.3 Evaluation

In our experiments, we use the evaluation metrics introduced in the TREC KBA track
for the vital filtering task: Fmacro, and maximum scaled utility (SU ). We also compute
precision (P ), recall (R), and F measure: the average of the harmonic mean of precision
and recall over topics. For significance testing of the results, we use the paired t-test.

The main evaluation metric, Fmacro, is defined as the maximum of the harmonic mean
of averaged precision and recall computed at every possible threshold θ which separates
vital and non-vital documents: max(avg(P ), avg(R)). The motivation behind this is
evaluation setup is as follows. A filtering system will have a single confidence threshold
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θ for which the classification performance is maximized. Different systems might have
different optimal confidence score calibrations, hence choosing the maximum scores with
respect to each system’s best threshold would ensure the fairest comparison. Below we
explicitly distinguish between Fmacro and F when reporting our experimental results.

SU is a linear utility measure that assigns credit to the retrieved relevant and non-
relevant documents and is computed as follows:

SU =
max(NormU,MinU)−MinU

1−MinU
,

where MinU is a tunable minimum utility (set to −0.5 by default), and NormU is the
normalized version of utility function U which assigns two points for every relevant docu-
ment retrieved and minus one point for every non-relevant document. The normalization is
performed by dividing NormU with the maximum utility score (i.e., 2 times the number
of relevant documents). The official TREC KBA scorer sweeps over all the possible cutoff
points and the reports the maximum SU . To gain additional insight, we also computed
SU at the cutoff θ with the best Fmacro: SUθ.

6.3.4 Baselines

In our main experiments, we consider the following baseline approaches to compare the
effectiveness of our approach.

Official Baseline [78]. The official baseline in TREC KBA considers matched name
fractions as the confidence score.

BIT-MSRA [235]. A random forest, entity-independent classification approach utilizing
document, entity, document-entity, and temporal features. This approach achieved the
best official performance at the TREC KBA 2013 track.

In our side experiment aimed at assessing the performance of EIDF on all entities we also
consider a state-of-the-art entity-dependent approach.

MSR-KMG [114]. A random forest, entity-dependent classification approach based on
document cluster, temporal, entity title and profession features, with globally aligned
confidence score. This approach achieved the best official performance in TREC KBA
2014. We take the team’s best automatic run for comparison.

6.3.5 Parameters and settings

Recall that a document filtering system should output an estimate of P (rel | de, e)
(Eq. 6.1). The official KBA setup expects a confidence score in the [0, 1000] range for
each decision made regarding a document. To make the initial output of our model
compatible with this setup, the probabilities are mapped to a confidence score that falls
in this interval by adopting the mapping procedure introduced in [11]—we multiply the
probability by 1000 and take the integer value.

Our approach involves two sets of hyperparameters. The first set deals with the
machine learning algorithm of our choice. GBDT depends on two key parameters: the
number of trees, k, and the maximum depth of each tree, d. The other set of parameters
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concerns the informativeness features. That is, the number of aspects that we used for the
aspects-features, m, and the number of open relation patterns to consider, n.

We perform cross-validation on the training data to select the values of these parame-
ters. For the GDBT parameter we consider k = [100, 250, 500] and tree depth d = [6, 7].
For the informativeness parameters, we consider m = [30, 40, 50] for the number of
aspects and n = [150, 200, 250] for number of the open relation patterns. We select the
combination of parameters which maximize the mean F score across the validation folds,
and finally set k = 100, d = 6, m = 50, and n = 200.

6.4 Results and Discussion

In this section, we present and analyze our experimental results.

6.4.1 Main experiment: Long-tail entities

One of our goals in this work is to develop methods that are specifically geared towards
filtering documents for long-tail entities. Therefore, we are particularly interested in
comparing the performance of the methods on entities with different levels of popularity.
To gain insight into our results along this dimension we segment the results by entity
popularity using the type of entity profile as a proxy for popularity as defined in §6.3.2.
We compute the best threshold for each approach, determine its per-entity performance
using this cutoff, and then aggregate the performance by averaging the per-entity scores.
We present these results in Table 6.5. Here, we answer RQ4.1 and compare our approach
with other entity-independent approaches.

Table 6.5: Results segmented by entity popularity. Significance of EIDF result is tested
against the strong baseline (BIT-MSRA). Significant improvement is denoted with N

(p < 0.05). Here the null profiles segment represents the long-tail entities.

Segment P R F SUθ

Null profiles
Official baseline 0.279 0.973 0.388 0.268
BIT-MSRA 0.362 0.630 0.404 0.313
EIDF 0.398N 0.645 0.433N 0.350N

Web profiles
Official baseline 0.391 1.000 0.513 0.381
BIT-MSRA 0.430 0.867 0.536 0.429
EIDF 0.424 0.827 0.517 0.410

Wiki profiles
Official baseline 0.169 0.975 0.275 0.044
BIT-MSRA 0.204 0.737 0.296 0.121
EIDF 0.227N 0.704 0.317 0.130

First, we look at the average scores in each popularity group, starting with the Null
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segment, which represents the long-tail entities in our setting. In the Null segment, the
recall performance of different methods is considerably lower than on the other two
segments, but this is complemented by the fact that precision is higher than for the Wiki
segment. One important factor in this analysis is that these are most likely tail entities
with very few candidate documents to consider. More importantly, our approach achieves
a significant improvement in the Null segment, while keeping a comparable or better
performance as compared to BIT-MSRA on the Wiki, and Web segments. In particular, the
improvements in precision, F , and SUθ in this segment are statistically significant.

This finding is important because it confirms the effectiveness of our approach in the
setting of long-tail entities. Faced with a considerably smaller pool of candidate documents
in this segment, EIDF manages to detect more vital documents while simultaneously
improving precision. Note that in the TREC KBA 2014 track, long-tail entities constitute
a large fraction of the query entities (41 entities, i.e., 56%). The performance of EIDF and
BIT-MSRA for long-tail entities across different cutoff points is shown in Figure 6.1.

(a) EIDF (b) BIT-MSRA

Figure 6.1: Performance of EIDF and BIT-MSRA for long-tail entities across different
cutoff points.

Filtering documents for the Web profile segment seems to be the easiest relative to the
other segments. Recall and precision are highest compared to the other groups, which
explains the higher F score. Our approach, EIDF, achieves a P score of 0.424, an F
score of 0.517 and SUθ of 0.410 in this segment. This happens to be lower than the
strong baseline (BIT-MSRA), but the differences in performance in this segment are not
statistically significant.

Interestingly, the performance of all methods when filtering documents of entities
belonging to the Wiki group is the lowest. The recall is relatively high, but the F score
is brought down by the lower precision. This may be due to the fact that these popular
entities have a much larger pool of candidate documents, making the filtering task difficult
because a system has to recover only a selective fraction of the documents. Thus, faced
with a large set of candidate documents, methods tend to work towards obtaining high
recall. Despite this, EIDF manages to get the best precision, obtaining a significant
improvement over the strong baseline. The low SUθ scores indicate that it is difficult to
beat a system that returns no relevant documents for this segment group.

After looking at the general performance across the different segments, we compare
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the performance of our approach against the official TREC KBA baseline. We see
considerable gains are obtained in all three segments in terms of precision, F and SUθ.

Informed by the previous insights, we also perform a follow-up experiment on training
segment-conditioned models. Since feature value distributions might be different due to
the popularity of an entity, we need to distinguish long-tail entities from more popular
ones. One natural way of doing is to consider the existence of a knowledge base profile
from Wikipedia—some entities may have a Wikipedia profile, some only an initial profile
on a webpage, and some entities have no profile at all. To capture this difference in
characteristics, we train three separate machine learning models: Mwiki for entities with
a Wikipedia page, Mweb for entities with a lesser profile in the form of a Web page, and
Mnull for entities with no profiles at all. During prediction, the appropriate model is
automatically selected and applied to perform the predictions. We failed to obtain any
improvements with these segment-conditioned models. This may be due to the fact that
by segmenting the data, we lose important information required to train our model with
rich feature sets. To fully utilize the data while recognizing the different characteristics
of each segment, a learning algorithm that can handle feature interaction, as we employ
with tree-based ensembles, seems like a good solution. Having one global model that
can handle feature interaction seems to be a better way to handle this problem, without
resorting to individual models.

In sum, our approaches achieve the best performance overall across different segments,
with the biggest performance gain realized for the long-tail entities segment. Importantly,
the features designed for improvement in the long-tail entities segment do not have a
significant detrimental effect on the results of other segments. In addition, learning a
separate model for each segment does not yield additional benefits.

6.4.2 Main experiment: Unseen entities

In this section, we describe the results of our experiments on answering RQ4.2. The
results of our experiments with unseen entities are detailed in Table 6.6. Our approach
performs best on almost all folds in terms of Fmacro, gaining significant improvements
compared to other approaches on Fold1 and Fold3.

Averaged over all folds, our approach also achieves the best performance. The
differences between the performance of different methods in the unseen entities setting
is very small in terms Fmacro. Overall, the learned model tends to be precision-oriented
with some loss in recall. Compared to the results of the main experiment (Table 6.5),
the result is lower in terms of absolute score. This may be explained as follows. First,
the model is now learning on less data—roughly 80% of the full data, depending on the
number of data points that contribute to the folds. Secondly, the model is now performing
predictions on entities that may have very different characteristics than the ones found
in the training data. The average scores in each fold also vary considerably. This can be
explained by the fact that by splitting the data in terms of entities, we might end up with
different numbers of training and testing data in each split. Additionally, the inherent
difficulty of filtering documents within each fold will also vary based on the popularity and
the size of the candidate document pools. The magnitude of the improvements obtained
in each fold also tends to be smaller, because, with 80% of the data, there are fewer
positive examples available to learn a rich set of features (due to the imbalance of vital
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Table 6.6: Results of cross-validation experiments with unseen entities, in terms of Fmacro
(top), P (middle), and R (bottom).

Fold1 Fold2 Fold3 Fold4 Fold5 Overall

Official baseline 0.410 0.482 0.401 0.532 0.400 0.445
BIT-MSRA 0.405 0.489 0.413 0.537 0.407 0.450
EIDF 0.458 0.485 0.438 0.539 0.408 0.465

Official baseline 0.256 0.318 0.252 0.363 0.250 0.288
BIT-MSRA 0.258 0.324 0.266 0.371 0.257 0.295
EIDF 0.328 0.320 0.329 0.373 0.257 0.321

Official baseline 1.000 1.000 0.975 0.993 1.000 0.994
BIT-MSRA 0.956 0.992 0.923 0.972 0.976 0.964
EIDF 0.762 0.996 0.654 0.973 0.987 0.874

and non-vital document labels).
The results of filtering documents for unseen entities are quite promising, and the

fact that the learning algorithm is able to achieve a better score than a name fraction
baseline indicates that it is successful in learning the characteristics of vital documents
and applying it to new, unseen entities.

6.4.3 Side experiment: All entities

To answer RQ4.3, we compare our method, EIDF, with entity-independent and entity-
dependent baselines in terms of overall, non-segmented results. Table 6.7 shows the
results for this experiment. First, looking at the absolute scores, all methods improve over
the official baseline in terms of Fmacro, SU , and P . The official baseline unsurprisingly
achieves the highest recall as it simply considers all document containing exact mentions
of the target entity as vital.

Our approach also outperforms the two entity-independent baselines in terms of
Fmacro; we achieve significant improvements over BIT-MSRA in terms of precision, while
maintaining the same level of recall. BIT-MSRA achieves a slightly better performance
than EIDF in terms of SU . However, the difference is very small and not significant.

Compared to the best entity-dependent approach, EIDF obtains a comparable level
of precision and Fmacro. In summary, EIDF achieves the best entity-independent perfor-
mance and competitive performance to the state of the art entity-dependent approach.

6.4.4 Feature analysis

Recall that we learn a single, entity-independent model across all entities. We zoom in
on the effectiveness of each feature within this global, entity-independent model. The
importance of each feature is determined by averaging its importance across the trees that
comprise the ensemble model, detailed in Table 6.8.

We observe several things. First, the most important features are a combination of
common features in document filtering, e.g., the first position of the entity, the spread
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Table 6.7: Overall results with official and additional metrics. Significance of EIDF result
is tested against the strong baseline (BIT-MSRA). Significant improvements are denoted
with N (p < 0.05). The official TREC KBA scorer returns Fmacro, SU , P , and R. We
also compute additional metrics, F and SUθ to gain more insight about the results. We
can not compute the significance test against MSR-KMG because the run is not available.
Due to the way Fmacro is computed in TREC KBA, as a harmonic mean over recall and
precision macro statistics, significance testing cannot be applied to Fmacro.

Method P R F SUθ Fmacro SU

Entity-independent
Official baseline 0.286 0.980 0.397 0.253 0.442 0.333
BIT-MSRA 0.348 0.709 0.415 0.305 0.467 0.370
EIDF 0.371N 0.701 0.432N 0.323N 0.486 0.367

Entity-dependent
MSR-KMG (automatic) [114] 0.378 0.744 – – 0.501 0.377

Table 6.8: Feature importance analysis for the model learned in the main and side
experiments on long-tail entities.

Feature Importance

FPOSFULL(d, e) 0.030
PROFILELEN (e) 0.025
FPOSFULLN (d, e) 0.022
REL(e) 0.021
ASPECTSIM filmography(d) 0.019
DOCLEN SENT (d) 0.018
MENTIONFRAC (d, e) 0.016
PREMENTION h2(d, e) 0.016
SIM cos(d, pe) 0.015
ASPECTSIM coachingcareer (d) 0.015
LPOSFULL(d, e) 0.014
ASPECTSIM politicalcareer (d) 0.013
LSPRFULLN (d, e) 0.013
TMATCH Y (d) 0.012
LPOSFULLN (d, e) 0.012
SIM jac(d, pe) 0.012
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of entity mentions, and our proposed features. One of our proposed features (profile
length) is the most discriminative feature and another of our proposed saliency features,
the fraction of entity mentions, is also shown to be quite important. As for the rest, the
aspect-based features seem to be the most important features, with as many as three
features belonging to the aspect-based group in the top most important features.

The aspect-based features might be complementary to the more common cosine and
jaccard profile similarity features. In combination with the profile length feature the
aspect-based features seem to be triggered when the profile similarity scores are zero,
which will happen in the case of entities without a profile. Having established this, we
zoom in on the most important aspect-based features as detailed in Table 6.9. Recall
that in our experiments, we use the top-50 aspects constructed from Wikipedia. Often,
including aspects-based features seems intuitive, as is the case for, e.g., achievements,
accomplishment, coaching-career, and political-career, since they are things that are
typically included in vital documents.

Table 6.9: Top Wikipedia aspect importance.

Feature Importance

filmography 0.019
coaching-career 0.015
political-career 0.013
wrestling 0.011
references 0.011
championships-accomplishments 0.011
footnotes 0.011
achievements 0.011
selected-publications 0.010
links 0.010

All in all, we extracted 358 features. A breakdown of feature types in the top-30
features is shown in Table 6.10. The informativeness features not ranked among the top in
the table are not as discriminative as the Wikipedia aspects. In the case of open relation
patterns, some receive a zero relative importance score. One possible explanation is that
these patterns are very common and may occur in many documents, thus having very little
discriminative power. In other cases, the patterns are quite rare, and they might thus only
occur in a few documents.

6.5 Conclusion and Future Work

In this chapter we have addressed an information filtering task for long-tail entities. We
have asked the following question:

RQ4 How do we filter documents that are relevant to update an entity profile, if the entity
is in the long-tail?
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Table 6.10: Feature types within the top-30.

Feature type Number of features

basic 14
informativeness 13
entity saliency 2
timeliness 1

To answer RQ4, we have developed a method called EIDF. The method incorporates
intrinsic features that capture the notions of informativeness, entity saliency, and timeliness
of documents. We have also considered the challenges related to filtering long-tail entities
and have adjusted our features accordingly. We have applied these features in combination
with a set of basic document filtering features from the literature to train an entity-indepen-
dent model that is also able to perform filtering for entities not found in the training
data.

Upon segmenting our results by entity popularity, as approximated by its profile type,
we have found that our approach is particularly good at improving document filtering
performance for long-tail entities. When looking at the overall results of experiments
conducted on the TREC KBA 2014 test collection we have found that our approach is
able to achieve competitive performance compared to state-of-the-art automatic entity-
dependent approaches. On filtering documents for unseen entities, we have found that
our approach achieves a lower absolute performance overall than on seen entities, as
is to be expected, but still improves over a strong name matching and classification
baseline. A feature analysis revealed two things. First, entity popularity, proxied using
the profile length feature is important. Second, informativeness features, and in particular
aspect-based features derived from Wikipedia, are important for this task.

Our results confirm the effectiveness of our entity-independent document filtering
approach for knowledge base acceleration for long-tail entities, with (1) its ability to
improve filtering performance specifically on the segment of tail entities, and (2) its
relatively good performance on classifying documents for unseen entities, i.e., those not
found in the training data.

Limitations of the method and analysis that we performed in this work include the
following. First, our proposed method does not consider decisions made on previous
documents in the stream. Second, we have not analyzed the filtering performance on
unseen entities in great detail.

As to future work, we are interested in exploring several directions. First, it would be
interesting to explore the effect of combining the proposed features with other machine
learning algorithms. Our preliminary experiment in this direction with applying logistic
regression as the underlying learning algorithm indicates that we can obtain similar
improvements. Next, we aim to apply more semantic approaches such as entity linking to
detect entities and concepts mentioned in the context of a target entity. Last, we want to
apply incremental learning so as to obtain a document filtering model that is able to learn
from its previous decisions.
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7
Mining, Ranking, and Recommending

Entity Aspects

In this last research chapter, we address the third type of association: entity-aspect asso-
ciations. Entities are often associated with other, more specific information such as the
attributes of the entity, topics related to the entity, and events involving the entity. We
study these associations in the context of entity-oriented web search, utilizing informa-
tion obtained from users’ search interests in query logs. In the context of web search,
understanding these associations might be useful for anticipating information needs in
applications such as query recommendation, search result diversification, and knowledge
card presentation.

With the proliferation of mobile devices, an increasing amount of available structured
data, and the development of advanced search result pages, modern-day web search is
increasingly geared towards entity-oriented search [9, 169, 178]. A first step and common
strategy to address such information needs is to identify entities within queries, commonly
known as entity linking [152]. Semantic information that is gleaned from the linked
entities (such as entity types, attributes, or related entities) is used in various ways by
modern search engines, e.g., for presenting an entity card, showing actionable links, and/or
recommending related entities [23, 106, 136].

Entities are not typically searched for on their own, however, but often combined with
other entities, types, attributes/properties, relationships, or keywords [178]. Such query
completions in the context of an entity are commonly referred to as entity-oriented intents
or entity aspects [170, 252]. In this chapter we study the problem of mining and ranking
entity aspects in the context of web search. We ask the following question:

RQ5 How can we mine and represent common information needs around entities from
user queries? How do we rank and recommend them?

To answer this question, we study four related tasks: (1) identifying entity aspects,
(2) estimating the importance of aspects with respect to an entity, (3) ranking entity
aspects with respect to a current query and/or user session, and (4) leveraging entity
aspects for query recommendation.

The first step in identifying entity aspects involves extracting common queries in the
context of an entity and grouping them based on their similarity. We perform this process
offline and investigate three matching strategies for clustering queries into entity aspects:
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lexical, semantic, and click-based. Gathering such entity aspects can already be valuable
on its own since they can be used to, e.g., discover bursty or consistent entity intents or to
determine entity type-specific aspects [170].

In the next step we rank the obtained entity aspects for each entity in a query-
independent fashion using three distinct strategies. This provides us with a mechanism
to retrieve the most relevant aspects for a given entity on its own, which, in turn, can
be used to, e.g., summarize the most pertinent information needs around an entity or to
help the presentation of entity-oriented search results such as customized entity cards on
SERPs [9].

The third task that we consider is aspect recommendation. Given an entity and a certain
aspect as input, recommend related aspects. This task is motivated by the increasing
proliferation of entity-oriented interface elements for web search that can be improved
by, e.g., (re)ranking particular items on these elements. Recommending aspects for an
entity can also help users discover new and serendipitous information with respect to an
entity. We consider two approaches to recommend aspects: semantic and behavioral. In
the semantic approach, relatedness is estimated from a semantic representation of aspects.
The behavioral approach is based on the “flow” of aspect transitions in actual user sessions,
modeled using an adapted version of the query-flow graph [25, 26, 216].

In our final task we leverage entity aspects for actual query recommendation, i.e., help-
ing users refine their query and/or to help users accomplish a complex search task [96, 145].
Most methods for query recommendation are similar to the behavioral approach mentioned
above and based on query transitions within sessions. They do not commonly utilize
semantic information, however, which may cause distinct but semantically equivalent
suggestions. We aim to ameliorate this problem by utilizing the semantic information
captured through the entity aspects for query recommendation.

We perform large-scale experiments on both a publicly available and a commercial
search engine’s query log to evaluate our proposed methods for mining, ranking, and
recommending entity aspects, as well as for recommending queries. We perform con-
trastive experiments using various similarity measures and ranking strategies. We find
that entropy-based methods achieve the best performance compared to maximum like-
lihood and language modeling on the task of entity aspect ranking. Concerning aspect
recommendation we find that combining aspect transitions within a session and semantic
relatedness give the best performance. Furthermore, we show that the entity aspects can
be effectively utilized for query recommendation.

Our main contributions can be summarized as follows:

• We introduce the task of mining, ranking, and recommending entity aspects.

• We provide an in-depth analysis of the mined aspects.

• We propose two approaches to represent aspect relatedness, and utilize them for
recommendation.

• We propose a query recommendation method built on top of the query-flow graph.

After a discussion of related work in Section 7.1, we formalize our tasks in Section 7.2.
We then detail our approaches to mining, ranking, and recommending entity aspects in
Section 7.3. A detailed account of our experiments and data is given in Section 7.4. We
discuss the results of our experiments in Section 7.5 and conclude in Section 7.6.

116



7.1. Related Work

7.1 Related Work

In this section we review related work around three main topics: query intent mining,
leveraging entity aspects for search, and search task identification.

Intent mining deals with identifying clusters of synonymous or strongly related queries
based on intents, which are typically defined as “the need behind a query.” A query intent
(sometimes also referred to as an aspect) is commonly defined as a set of search queries
that together represent a distinct information need relevant to the original search query.
Methods for identifying intents are typically based on the query itself, results returned
by a retrieval algorithm, clicked results, or any other actions by the user. Hu et al. [109]
leverage two kinds of user behavior for identifying query “subtopics” (which can be
interpreted as intents): one subtopic per search and subtopic clarification by keyword.
They propose a clustering algorithm that can effectively leverage the two phenomena
to automatically mine the major subtopics of queries. They represent each subtopic as
a cluster containing a number of URLs and keywords. Cheung and Li [49] present an
unsupervised method for clustering queries with similar intent and producing patterns
consisting of a sequence of semantic concepts or lexical items for each intent. They refer
to this step of identifying patterns as intent summarization. They then use the discovered
patterns to automatically annotate queries.

Other related work focuses on extracting attributes from queries, either unsupervised
or in the context of entities from a knowledge base. For instance, Li et al. [132] propose
a clustering framework with similarity kernels to identify synonymous query intent
“templates” for a set of canonical templates. They integrate signals from multiple sources
of information and tune the weights in an unsupervised manner. Li et al. [133] on the other
hand, solely aim to discover alternative surface forms of attribute values. They propose a
compact clustering framework to jointly identify synonyms for a set of attribute values.
In a similar vein, Pasca and Van Durme [171] describe a method for extracting relevant
attributes or quantifiable properties for various classes of objects. They utilize query logs
as a source for these. Yin and Shah [252] propose an approach for building a hierarchical
taxonomy of generic search intents for a class of named entities. Their proposed approach
finds phrases representing generic intents from user queries and organize these phrases
into a tree. They propose three methods for tree building: maximum spanning tree,
hierarchical agglomerative clustering, and pachinko allocation model. These approaches
are based on search logs only. Moving beyond entity types, Lin et al. [136] introduce the
notion of active objects in which entity-bearing queries are paired with actions that can be
performed on entities. They pose the problem of finding actions that can be performed on
entities as the problem of probabilistic inference in a graphical model that captures how
an entity-bearing query is generated.

Another body of related work deals with alternative presentations of search results,
e.g., based on intents [50]. For instance, Balasubramanian and Cucerzan [9] propose a
method to generate entity-specific topic pages as an alternative to regular search results.
Similarly, Song et al. [210] present a model to summarize a query’s results using distinct
aspects. For this they propose “composite queries” that are used for providing additional
information for the original query and its aspects. This works by comparatively mining the
search results of different component queries. Wu et al. [241] mine latent query aspects
based on users’ query reformulation behavior and present a system that computes aspects
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for any new query. Their system combines different sources of information to compute
aspects. They first discover candidate aspects for queries by analyzing query logs. They
then use a knowledge base to compute aspects for queries that occur less frequently and to
group aspects that are semantically related. Finally, Spina et al. [211] explore the task of
identifying aspects of an entity given a stream of microblog posts. They compare different
IR techniques and opinion target identification methods for automatically identifying
aspects.

Search task identification deals with determining the specific task a user is aiming to
solve. Such information enables a search engine to, e.g., suggest relevant queries and/or
results. Jones and Klinkner [117] formalize the notion of a search goal as an atomic
information need which results in one or more queries. They propose a method for the
automated segmentation of a users’ query stream into hierarchical units. While a search
goal is atomic, a series of search goals then form a search missions (or complex search
tasks). Lucchese et al. [143] also aim to identify user search tasks within query sessions.
They cluster queries in order to find user tasks, defined as a set of queries that is aimed
towards the same information need. Later they expand user task detection across user
sessions [144], similar to so-called task trails and long-term search tasks [134, 235]. Li
et al. [129] model the temporal influence of queries within a search session and then use
this temporal influence across multiple sessions to identify and label search tasks.

There exists a large body of work on query recommendation, i.e., suggesting follow-up
queries to a user, either in an ad hoc fashion or in the context of a user’s session or task.
Boldi et al. [25] introduces the notion of query-flow graph for query suggestion and
Szpektor et al. [216] later expand this model to increase coverage for long tail queries.
Bonchi et al. [26] expand it even further to improve coverage. Feild and Allan [72]
show that using contextual information can improve query recommendation, as long as
the previous queries in the context involve a similar or related task. Hassan Awadallah
et al. [96] capitalizes on this idea and propose grouping together similar queries and
then using them for query recommendation for complex search tasks, similar to task-
specific recommendations [145]. Finally, Verma and Yilmaz [233] extract common tasks
in the context of an entity to improve retrieval through query expansion and query term
prediction. They extract terms frequently appearing with an entity and aggregate this type
of information to an entity type level to obtain a dictionary of entity tasks. They evaluate
their work through query term prediction and query expansion.

Our work is different in the following major ways. First, we extract entity aspects
from query logs specifically. Second, we weight these aspects and assign their importance
with respect to an entity on its own in an ad hoc fashion, i.e., without any user, session or
query-based information. Third, we learn their relatedness using semantic and behavioral
approaches. Finally, we propose an entity aspect-based query recommendation algorithm
building upon the query-flow graph.

7.2 Problem Definition

In this chapter, we study three related entity-oriented tasks that are elemental in modern-
day entity-oriented web search: identifying, ranking, and recommending entity aspects.
Although they build on one another, we propose effective methods for each of them
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Table 7.1: Glossary of the main notation used in this chapter.

t a term
q a query
e an entity
s a query segment, i.e., a sequence of terms
a an entity aspect, consisting of zero or more query segments
Ae the set of entity aspects for e
d time span

separately since they are essential building blocks for information access applications on
their own as well.

In our methods and experiments we employ user interaction log data in the form
of queries and clicks. Formally, such logs can be represented as a sequence of events
where each event is an action taken by a user. For each event we store a timestamp, a
user ID, and the type of action; these are limited to queries and clicks in our current case.
Furthermore, the logs are divided into time-ordered sessions, h ∈ H , for each user where
we use a common segmentation method and begin a new session after a predefined period
of inactivity (30 minutes unless indicated otherwise).

We formulate the first task of identifying entity aspects as follows. Given an annotation
function λe : Q → E that assigns entities from the set of all entities E to queries, we
detect “entity-bearing queries,” i.e., queries Qe containing an entity e. Then, for each
entity, we mine a set of entity aspects: Ae = {a1, . . . , am} from Qe representing the key
search tasks in the context of that entity. Table 7.1 details the main notation we use in this
chapter. We employ the following definition of search tasks and entity aspects.

Given a “search task,” defined as an atomic information need resulting in
one or more queries, an “entity aspect” is an entity-oriented search task,
i.e., a set of queries that represent a common task in the context of an entity,
grouped together if they have the same intent.

Once entity aspects have been identified we turn to ranking them. That is, we estimate
the importance of each aspect with respect to the entity in a query-independent fashion
and rank them accordingly. The obtained ranking can be interpreted as a distribution of
prior probabilities over users’ information needs on the entity and can be used on its own
to, e.g., prioritize an entity display. For entity aspect recommendation, we recommend
related aspects in the context of the entity given an entity-bearing query. We also study
this problem in a context-aware setting, incorporating previous queries within the search
session. Finally, for query recommendation we drop this restriction and include all queries
in a session.

7.3 Method

In this section, we introduce our methods for each of the tasks introduced in the previous
section.
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7.3.1 Identifying entity aspects

To mine aspects for an entity, we first need to identify all queries Qe that contain entity e
from the query log using an annotation function λe. Since an entity may be referred to in
various ways, we need an effective method for identifying entity mentions in web search
queries. Since web search queries are typically short and not grammatically correct [198],
we rely on a fairly simple method for entity linking that has been shown to obtain strong
performance on such texts [151, 152]. In particular, for each query we generate all possible
segmentations and link them to Wikipedia articles. Following [152], we use the CMNS
method to generate a link for query segment s:

CMNS (e, s) =
|Hs,e|∑
e′ |Hs,e′ |

,

where Hs,e denotes the set of all links with anchor text s which links to target e in
Wikipedia. We start with the longest possible query segments and recurse to smaller
n-grams in case no entity mention is detected. In case a segment matches multiple entities,
we take the most “common” sense, i.e., the one with the highest CMNS score.

We do not specifically evaluate the performance of our linking method for queries in
this chapter. However, in a recent comprehensive comparison on entity linking for queries,
CMNS proved to be a very strong unsupervised baseline for this task [24].

Now that we have the set of all queries containing entity e, we remove the mentions of
e from the queries and use the remaining segments as query contexts. If the query contains
more than one entity, we simply consider each entity on its own with the remainder
of the query as its context. In this manner, we thus obtain Se, the set of all context
segments which appear with entity e. We then cluster the contexts s ∈ Se such that
context segments which have the same intent are grouped together. We consider the
following features for clustering: lexical, semantic, and click similarity, covering spelling
differences/errors, related words/synonyms, and behavioral information. Below we detail
the specific methods for each.

Lexical similarity. We compute the lexical similarity between two query contexts using
the Jaro-Winkler distance, computed as follows:

lex(si, sj) =

{
0 if m = 0
1
3

(
m
|si| + m

|sj | + m−m′

m

)
otherwise,

wherem is the number of matching characters, andm′ is half the number of transpositions
between the two query context segments.

Semantic similarity. To compute the semantic similarity between two query contexts
si and sj , we use word2vec [156], sum the vectors of each term within the queries, and
determine the cosine distance of the resulting vectors:

sem(si, sj) =
z(si) · z(sj)
|z(si)| · |z(sj)|

, (7.1)

where z(s) is a function that calculates the semantic vector of s.

120



7.3. Method

Click similarity. Beside lexical and semantic similarity, we also utilize click similarity.
In particular, for each query context s ∈ Se we obtain all clicked hostnames for all queries
containing e and s and combine them into a click vector. We then compute the click
similarity between two query segments si and sj using their cosine similarity:

click(si, sj) =
ci · cj
|ci| · |cj |

,

where ci and cj are click vectors of query si and sj , respectively. The final segment
similarity score is calculated by taking the maximum value of the similarity scores.

In order to cluster query contexts into entity aspects, we then employ Hierarchical
Agglomerative Clustering (HAC) with complete linkage. We flatten the obtained hierar-
chical clusters so that for all objects si, sj belonging to the same cluster, sim(si, sj) ≥ θ.
By the end of this step, we have obtained the entity aspects Ae in the form of the query
context clusters.

7.3.2 Ranking entity aspects

The main goal of entity aspect ranking is to estimate the importance of each aspect in the
context of an entity in a query-independent fashion. Given an entity and its aspects as
input, the output of this task is a list of aspects that is ranked according to their pertinence
to the entity. We consider three methods for ranking aspects given an entity. The first
model is based on maximum likelihood where we reward more frequently occurring
aspects:

scoreMLE(a, e) =

∑
s∈a n(s, e)∑

a′
∑
s∈a′ n(s, e)

, (7.2)

Here, n(s, e) denotes the number of times query segment s is queried for in the context
of e. Note that this method will not simply place clusters with most members at a higher
rank, since there might be clusters with few members in which the members occur more
frequently than in a large cluster.

The second model uses entropy-based scoring where we reward the most “stable”
aspects using different time granularities including months, weeks, and days. For instance,
in the case of days we partition the query log into daily chunks and count the number of
times completion s is queried for in the context of e on that day. We then determine the
entropy:

scoreEd
(a, e) =

∑
d∈D

P (a|d, e) log2 P (a|d, e), (7.3)

where D is the set of all time units and P (a|d, e) the probability of observing any s ∈ a in
the context of e on time interval d (we omit the minus sign in order to make these scores
comparable). In another variant we determine the joint entropy, incorporating a factor
p(d|e):

scoreEJd(a, e) =
∑
d∈D

P (a, d|e) log2 P (a, d|e), (7.4)

where P (a, d|e) is the joint probability of observing any s ∈ a and time interval d in the
context of e.
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The third and final model is based on language modeling and aims to rank aspects by
how likely they are generated by a statistical language model based on a textual repre-
sentation of the entity. There are differences between the basic MLE method introduced
earlier. First, these LM approaches are based on the probablities of terms estimated from
unigram language model of entity representation θe, while the MLE method are based on
estimates at the segment level. More formally, we introduce the following three variants:

scoreLM (a, e) =
∏
s∈a

P (s|θe)

scoreLM -avg(a, e) =
1

|a|
∑
s∈a

P (s|θe)

scoreLM -max(a, e) = max
s∈a

(P (s|θe)),

where P (s|θe) is determined using maximum likelihood estimation with Dirichlet smooth-
ing:

P (s|θe) =
∏
t∈s

P (t|θe) =
∏
t∈s

n(t, r(e)) + µP (t)∑
t′ n(t′, r(e)) + µ

.

Here, r(e) is the textual representation of e, for which we consider either the entity’s
Wikipedia article text, LMW , or the frequency-weighted aggregation of all queries
leading to a click on the entity’s Wikipedia article, LMC. P (t) is the probability of term
t estimated from all textual representations of the type at hand. We set µ to the default
value of the average document length.

Note that the main difference with the MLE method introduced earlier lies in the
fact that the LM approaches are based on unigram term probabilities whereas the MLE
estimates operate at the segment level.

7.3.3 Recommending entity aspects

The goal of this task is to recommend aspects related to the entity and aspect currently
being queried. Given such an entity and aspect pair as input, the output of this task is
a ranked list of aspects. We consider two methods for recommending entity aspects: a
semantic and a behavioral approach. In the semantic approach, we determine the aspects’
relatedness based on semantic similarity. In the behavioral approach, we estimate the
relatedness from user sessions, inspired by the query-flow graph [25].

We use a graph-based representation for representing entity aspect relatedness. There
are two motivations for this decision. First, having a graph-based representation allows the
relatedness of the entity aspects to be computed offline. At retrieval time, we retrieve the
candidates and rank them based on previously estimated relatedness. Secondly, having this
data encoded as graph allows advanced graph-based compression and recommendation
techniques to be applied in the future. We construct a different type of graph for each
approach: an aspect-semantic graph and an aspect-flow graph, respectively.
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Semantic approach

For the semantic approach we define the aspect-semantic graph for an entity e as an
undirected graph Gas = (V,L,w) where:

• The nodes are defined as the set of all aspects for e: V = Ae,

• L ⊆ V × V is the set of undirected edges, and

• w : L→ (0, 1) is a weighting function that assigns a weight w to edges lij ∈ L .

We construct Gas using Algorithm 6 and compute the relatedness between two aspects
ai, aj ∈ V using:

sem(ai, aj) =
z(ai) · z(aj)
|z(ai)| · |z(aj)|

, (7.5)

similar to (7.1). One main difference with (7.1) is that z is now computed from the mean
of the semantic vectors of all query contexts belonging to a. If the relatedness score is
above a threshold φ, we construct an edge between aspect ai, and aj and assign score as
weight wij .

Behavioral approach

The second approach is based on the query-flow graph. Formally, we define an aspect-flow
graph as a directed graph Gaf = (V,L,w) where:

• The set of nodes is V = Ae ∪ {s, t}, i.e., the set of all aspects for e plus additional
nodes s and t representing a starting state and a terminal state,

• L ⊆ V × V is the set of directed edges, and

• w : L→ (0, 1) is a weighting function that assigns a weight w to edges lij ∈ L.

Here, we estimate the relatedness between query aspects from user sessions. We determine
the relatedness from the adjacency of the aspects:

adj(H, ai, aj) =
∑
h∈H

countAdjacent(h, ai, aj),

where countAdjacent(h, ai, aj) denotes the frequency of query transitions of any query
segment s ∈ ai to any segment in aj found in the user session h, i.e., how often aj
follows ai. We construct the aspect-flow graph for each entity with Algorithm 7. First, we
construct a node for every aspect a that occurs in the user sessions, H . Then, for every
pair of aspects (ai, aj), we compute their adjacency in H . We create an edge between
two aspects ai and aj if the adjacency is above a threshold ϕ. We assign the adjacency
count, normalized to transition probability, as the weight wij .

Generating aspect recommendations

We utilize the aspect-semantic graph Gas and aspect-flow graph Gaf to generate recom-
mendations for an input aspect a in the context of entity e. In the first variant, we generate
aspect recommendations without a user session’s context as detailed in Algorithm 8. Here,
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Algorithm 6 Constructing an aspect-semantic graph for e.
Input: Aspect list: Ae
Output: Aspect-semantic graph: G

1: G← initializeGraph(Ae)
2: for each ai ∈ A do
3: for each aj ∈ A do
4: w ← sem(ai, aj)
5: if w > φ then
6: e← createEdge(ai, aj , w)
7: G← G ∪ e

Algorithm 7 Constructing an aspect-flow graph for e.
Input: Aspect list: Ae, User sessions: H
Output: Aspect-flow graph: G

1: G← initializeGraph(Ae)
2: for each ai ∈ A do
3: for each aj ∈ A do
4: w ← adj(H, ai, aj)
5: if w > ϕ then
6: e← createDirectedEdge(ai, aj , w)
7: G← G ∪ e

we retrieve candidate recommendations from all nodes adjacent to a in G. For Gaf , we
only retrieve neighboring nodes connected by the outgoing links from a.

We combine the output of both methods to improve the coverage and effectiveness of
our recommendations. First, we combine the outputs with a simple round robin strategy,
alternating the retrieval of recommendations from the behavioral and the semantic ap-
proach, respectively. The intuition is that the semantic method will be able to complement
the behavioral method, since it will have higher coverage if constructed with a relatively
low threshold φ.

We also experiment with another combination method: convex combination. We
retrieve the scores generated by the behavioral and semantic approaches and combine
them with a weight λ:

score(a, a′) = λ · flow(a, a′) + (1− λ) · semantic(a, a′)

Since the scores are on a different scale, we perform min-max normalization to each score
before combining them. Due to our graph construction process there might be cases where
either method can not provide any score; for these we simply assign a zero score.

In a variant of this method, we incorporate context-awareness by looking at the
previous queries in a user’s search session as detailed in Algorithm 9. First, we retrieve
the recommendation candidates from the neighbors of a in G. Then we compute initial
recommendation scores for each of them and, lastly, we incorporate scores from any
previous aspect a′ within the search context S, dampened based on their distance:

decay(a, a′) = δ|a−a
′|,
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Algorithm 8 Aspect recommendation.
Input: Aspect graph: G, Input aspect: a;
Output: Ranked aspects: R;

1: C ← getCandidatesFromNeighbors(G, a)
2: for each ca ∈ C do
3: score[ca]← getWeight(G, a, ca)
4: R← rankCandidates(score)

Algorithm 9 Context-aware aspect recommendation.
Input: Aspect graph: G, Input aspect: a, Search context: S;
Output: Ranked aspects: R;

1: C ← getCandidatesFromNeighbors(G, a)
2: for each ca ∈ C do
3: score[ca]← getWeight(G, a, ca)
4: for each p ∈ S do
5: scorep ← decay(a, p) ∗ getWeight(G, p, ca)
6: score[ca]← score[ca] + scorep
7: R← rankCandidates(score)

where δ is a decay constant, and |a − a′| indicates the distance between a and a′. The
distance is the number of aspects queried by the user between a and a′ in the current
session S.

Generating query recommendations

So far, we have focused on problems and approaches for ranking and recommending
aspects involving the same entity. In this section, we detail how we leverage entity aspects
for query recommendation in general. That is, recommending other entities, other entity
aspects, or regular/non-entity queries for a given query. We complement a state-of-the-art
query recommendation method—the query-flow graph [25]—with information from the
entity aspects.

We first apply the information from entity aspects when constructing the query-flow
graph. We preserve all other queries that are not entity queries, thus forming the query
nodes as in a regular query-flow graph. For an entity-bearing query qe, we link all
mentions of an entity e. Next, if the query contains additional query context, we extract
the context segment s from qe. Then, we match s to an appropriate aspect a in the aspect
model Ae of e. We perform this matching by finding a which contains s as its cluster
member. We collapse different mentions of the same entity into one entity node and
collapse semantically-equivalent queries into one entity aspect node. This way, we obtain
a “semanticized” query-flow graph.

Lastly, we introduce our recommendation method, detailed in Algorithm 10. For every
input query, we perform entity linking of the query to detect entity bearing queries (the
annotateQuery function). Next, we match an entity query to a node (the matchToNode
function) with the similar procedure applied during graph construction. Regular queries
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Algorithm 10 Generating query recommendation (QFG+A).
Input: Input query: q, Query graph: G
Output: Ranked recommendations: R

1: for each q ∈ Q do
2: q∗ ← annotateQuery(q)
3: nq ← matchToNode(G, q∗)
4: S ← getCandidates(G,n)
5: for each nca ∈ S do
6: score[nca]← getWeight(G,nq, nca)
7: R← rankCandidates(score)

will be matched straightforwardly. Lastly, we retrieve recommendation candidates from
adjacent nodes, scored by their weights in the graph.

7.4 Experimental Setup

In this section we detail our experimental setup, including the data we use, the relevance
assessments,1 and the metrics we employ.

In the beginning of this chapter we ask:

RQ5 How can we mine and represent common information needs around entities from
user queries? How do we rank and recommend them?

Our experiments below address the following research questions derived from RQ5:

RQ5.1 When mining entity aspects, how do different similarity measures compare on
the task of clustering queries in the context of an entity?

RQ5.2 How do different aspect ranking methods compare on the task of ranking entity
aspects in a query-independent scenario?

RQ5.3 How do the semantic and behavioral approaches compare on the task of aspect
recommendation?

RQ5.4 Does incorporating context improve aspect recommendation?

RQ5.5 Can we leverage the semantic information captured through entity aspects
to improve the effectiveness of query recommendation built on top of the
query-flow graph?

7.4.1 Experiments
To answer our research questions we set up four experiments, which we describe below.
In our experiments we test for statistical significance using a paired t-test, indicating
significantly better or worse results at the p < 0.01 level with N and H respectively.

1Our relevance assessments and editorial guidelines are available at http://ridhorei.github.io/
entity-aspects/.
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Evaluating mining entity aspects. In this experiment, aimed at answering RQ5.1, we
evaluate the quality of the extracted entity aspects by manually evaluating the generated
clusters. We use a set of 50 entities sampled from user logs in a stratified fashion. That
is, we bias the sample such that more popular entities are more likely to be included.
We then extract the query completions for each entity over a period of time from the
dev-contexts collection (introduced in the next section). To obtain ground truth data we
manually cluster the query segments by grouping those that represent the same aspect
together. To evaluate the quality of each entity aspect we employ commonly used cluster
quality metrics: B-cubed recall (B-recall), precision (B-precision), and F1 (B-F1) [5].

Evaluating ranking entity aspects. The second experiment is aimed at answering RQ5.2.
Since manually evaluating aspect rankings for entities without any explicit query is not
straightforward, we resort to automatic evaluation. We propose an automatic evaluation
based on what we call “underspecified” entity queries, that is, queries that contain only
an entity. We rely on the assumption that a good aspect ranking is one that, on average,
best satisfies users that issue such underspecified entity queries. Specifically, we consider
sessions that contain an underspecified entity query and aim to predict any subsequent
queries that again contain the entity, plus additional query terms.

For this experiment we consider one month of query logs (the test-aspect-ranking
collection) that is disjoint from any log data used for training). Because of this disjointness
there might be aspects that our method is unable to predict, simply because they have not
been seen before. This includes spelling variants, reformulations, and new aspects. In our
experiments below we do keep them as relevant samples in the evaluation data in order to
mimic a real-life setting as closely as possible.

We consider the following setup: we aim to predict the next query a user issues in a
session, only considering pairs of adjacent entity-bearing queries in the session where the
second query contains the same entity plus additional query terms. We then observe at
which position our method ranks this subsequent query and score it accordingly. Since we
only have pairs of queries and thus only one relevant suggestion for each, we report on
mean reciprocal rank (MRR) and success rate (SR).

Evaluating recommending entity aspects. The third experiment is aimed at answering
RQ5.3 and RQ5.4. Here, we evaluate the effectiveness of recommending entities and
aspects in the context of a user session and constituent queries. We follow a similar
evaluation approach to the ranking task above, i.e., we consider the next query in the
session as the target to predict. As such we again report on mean reciprocal rank (MRR)
and success rate (SR).

Since detecting entity-dominated sessions is not trivial, we simulate them through
the following procedure. First, we extend the session demarcation boundary, effectively
merging the sessions belonging to the same user within a 3-day timeframe (the test-aspect-
recommendation collection). Then, we consider the first entity within these extended
user sessions as the reference entity and evaluate the recommendation methods by their
effectiveness in predicting subsequent aspects of the entity throughout the remainder of
the session. This setup reflects recommending related entity aspects for complex search
tasks in the context of an entity.

Evaluating query recommendation. Our fourth and final experiment addresses query
recommendation and is aimed at answering RQ5.5. Here we evaluate actual query
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pair predictions, following the automatic evaluation method from [216]. We sample
1,000,000 query sessions from the query logs of a commercial search engine (the test-
query-recommendation collection) and extract pairs of adjacent queries from the sessions.
Queries belonging to same entity aspect are treated as equivalent queries during evaluation.
We evaluate this approach in two configurations: looking at all queries within the sessions
(all-pairs), and using only the first and last queries (first-last pairs). Furthermore, we also
differentiate between using all query pair occurrences (allowing possible duplicates of
popular queries pairs) and using distinct occurrences only. Our main evaluation metrics
for this experiment are again mean reciprocal rank (MRR) and success rate (SR). To
gain additional insights, we also look at the fraction of correct predictions at different
recommendations cut-off levels: 100 and 10.

7.4.2 Experimental data and settings

We use two sources of data for training and testing, including user logs of the Yahoo
web search engine as well as the AOL query logs. From the former we sample a number
of datasets. All the development and test datasets that we use are disjoint, i.e., they are
sampled from non-overlapping time periods. The dev-contexts dataset is a large, 1-year
query log sample containing queries that we use to build the full aspect model for our set
of entities. The dev-clicks dataset is a 1-month sample used to compute click similarity
for the context terms. We build our query-flow graph and the aspect-flow graph on the
dev-flow dataset (a 1-month sample). The test datasets, test-aspect-ranking, test-aspect-
recommendation, test-query-recommendation, are all 1-month samples and unseen query
logs that are used in our automatic evaluation methods for our second, third, and fourth
experiment, respectively. In addition, we also utilize the publicly available AOL dataset in
our second experiment. This last dataset includes queries sampled from March 2006 until
May 2006. We define navigational queries as queries that are in the top-40% in terms of
the number of pageviews and that also lead to a click on the top search result in at least
40% of the cases. We detect and subsequently discard navigational queries based on this
heuristic.

We perform entity linking and context term extraction using the method described
in Section 7.3.1. Below we focus on Wikipedia entities and we leave using other entity
repositories for future work. In order to reduce data sparseness we remove entities that
occur in less than 100 queries. This results in a set of about 75k entities of interest.

Our approach involves several parameters. The first parameter, θ, is the similarity
threshold used for clustering. From a preliminary experiment on held-out data, we obtain
the optimal value of θ = 0.75. For the minimum relatedness score in the construction of
the aspect-semantic graph, we set φ = 0.1. Following the common pratice in constructing
a query-flow graph [25, 31], we retain only query transitions that appear at least two times,
thus ϕ = 1. fter a preliminary experiment, we set λ = 0.85 when combining the semantic
and flow scores. The decay parameter is set to δ = 0.85.

7.5 Experimental Results

In this section we answer the research questions presented in the previous section.
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Table 7.2: Entity aspect mining results. Significance is tested against the lexical method
(row 1).

Method B-Recall B-Precision B-F1

Lexical 0.9164 0.8258 0.8338
Semantic 0.9452N 0.7744H 0.8117H

Click 0.8977 0.6666H 0.6880H

Lexical + semantic 0.9216 0.8629N 0.8607N

Lexical + click 0.8480H 0.8155H 0.7842H

Semantic + click 0.8686H 0.7788H 0.7680H

Lexical + semantic + click 0.8558H 0.8465N 0.8098H

Table 7.3: Entity aspect mining: clustering output for entity Paris Saint-Germain F.C..

Cluster Context terms

1 real, real madrid vs, vs real madrid, real madrid
2 results
3 live, live streaming, live stream
4 guingamp
5 match
6 highlights
7 transfert
8 2013
9 monaco, monaco direct, monaco streaming

10 om, regarder om
11 streaming, en streaming
12 barca, barca vs
13 barcelona, barcelone
14 barcelona vs
15 anderlecht

7.5.1 Mining aspects

Our first experiment concerns mining entity aspects. We start by evaluating the quality
of each cluster and then zoom in on the aspects generated during the mining process.
Table 7.2 presents the results of using different matching strategies to cluster query context
terms into entity aspects. Recall that we perform complete-linkage clustering with a
parameter θ as threshold for grouping objects.

First, we look at the results of individual similarity measures. As we can see, using
just lexical matching already results in a fairly good B-cubed recall and precision score.
This can be explained by the fact that the lexical matching strategy allows minor changes
caused by spelling variants or spelling errors, and is successful in performing clustering on
these cases. Semantic similarity achieves higher recall at the cost of precision. This means
that the clustering method with the current threshold clusters the object aggressively, for
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Table 7.4: Entity aspect mining: clustering ground truth for entity Paris Saint-Germain
F.C..

Cluster Context terms

1 read, real madrid vs, vs real madrid, real madrid
2 results
3 live, live streaming, live stream, streaming, en streaming
4 guingamp
5 match
6 highlights
7 transfert
8 2013
9 monaco, monaco direct, monaco streaming

10 om, regarder om
11 barca, barca vs, barcelona, barcelone, barcelona vs
12 anderlecht

example, grouping aspects such as “daughter” and “mother” together. Click similarity has
the lowest precision compared to the other two measures for reasons that we will explain
below.

Although lexical similarity provides a good start, this strategy fails to group queries
that are semantically related. Thus, combining it with semantic similarity improves recall
and precision. This combination proves to be the best performing one, compared to using
individual measure and all measures.

Adding click similarity with our current strategy does not work well. Upon closer
inspection, we find that a lot of unrelated query contexts point to the same host name.
For example, contexts related to an entertainer’s news are often directed to the same
entertainment site. Therefore, combining clicks with other measures tends to brings down
the performance, in particular precision.

Table 7.3 shows sample output generated by our aspect mining method for the entity
Paris Saint-Germain F.C. (a Parisian soccer club). Our manually created clusters are
shown in Table 7.4. The aspect mining produces more clusters than the ground truth.
The method fails to group “barca, barca vs, barcelona, barcelone, barcelona vs.”, instead
making three clusters from them. With such short strings, the pairwise Jaro-Winkler
distance between two objects is bigger than the threshold, thus preventing the objects from
being clustered with complete linkage. Also, in some cases the lexical clustering method
groups queries that should not be clustered together because they represent different
intent/vertical. For instance, two separate clusters (“monaco”) and (“monaco direct,
monaco streaming”) should be created instead of putting them together in a single cluster.

Next, we look at the different types of aspect that occur in the context of our ex-
ample entity Paris Saint-Germain F.C.. Many of the aspects refer to a fairly common
transactional intent for a football club such as “live streaming.” Other sets of intents are
relational, which concerns the relationship of the topic entity with other entities (in this
case, other football clubs). Another set of intents are categorical, that is, they deal with
type-related intents, e.g., “results”, “match”, “highlights”, and “transfers.” The last aspect
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we observe concerns attempts to find something related to a certain time point, such as
“2013”.

To conclude this section, we formulate our answer to RQ5.1. Combining lexical
and semantic similarity measures performs best on the task of clustering query context
terms for entity aspect mining and we select this method for the remaining experiments.
Integrating click similarity tend to hurt performance, particularly precision.

7.5.2 Ranking entity aspects

Our second experiment evaluates the importance of each aspect with respect to the entity
in a query-independent setting. The results of this experiment is displayed in Tables 7.5
and 7.6. From these tables we observe consistent results across the two datasets. First, the
simple maximum likelihood approach already performs quite well, thus providing a good
baseline. The entropy-based methods, in particular using month as time units, achieve
the best performance overall, outperforming maximum likelihood and language modeling
approaches. We further observe that the absolute scores on the AOL dataset are lower
overall which is mainly due to the disjointness nature of the query logs that we use to
mine the aspects with the queries in the AOL logs.

We use different granularities of time-slices, and experiment with two variants of
entropy-based methods. For the baseline MLE approach, we simply use the aspect
popularity over the whole range of our main query log that is used for mining (1 year
of data). The different granularities do not really show much difference in terms of
performance, although computing entropy on the monthly data provides a slight edge.

There are several possible reasons why language modeling does not work well for this
task. First, it is the only approach that does not include any query popularity or frequency
information. Secondly, what users search for does not always align with what Wikipedia
editors may put in a Wikipedia article—which is in line with previous research [241]. This
may result in a so-called knowledge base gap where a user is searching for an important
fact that is not included on a Wikipedia article yet. In our case, this may result in low
scores with the language modeling approach. Lastly, the fact that the language model
based approaches are unigram-based, while the other methods are segment-based might
also contribute to the lower scores

We further observe that the absolute scores on the AOL dataset are lower overall which
is mainly due to the disjointness nature of the query logs that we use to mine the aspects
with the queries in the AOL logs.

We also considered a second experimental variant where we look for entity-bearing
query pairs in the whole session. That is, we discard any non-entity bearing queries in
between. We find that the scores using this variant are comparable to those reported here.

It is important to note that we compare a different and diverse set of features, with
appropriate functions defined for each type of features. However, since the previous step
(clustering query contexts into aspects) are kept constant across method, we argue that this
comparison is still valuable despite having to compare the combination of features and
functions simultaneously. The end-to-end aspect ranking scores should be comparable.

To answer RQ5.2, the results show that ranking entity aspects can be done successfully,
resulting in sensible absolute MRR and SR scores and we find that entropy-based methods
are the best in ranking entity aspects in a query-independent scenario.
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Table 7.5: Entity aspect ranking: results on test-aspect-ranking. Significance is tested
against the MLE baseline (row 1).

MRR SR

MLE 0.1931 0.1110

Edays 0.2013N 0.1149N

Eweeks 0.2015N 0.1139N

Emonths 0.2031N 0.1162N

EJdays 0.2020N 0.1208N

EJweeks 0.2048N 0.1259N

EJmonths 0.2052N 0.1262N

LMW 0.0431H 0.0135H

LMWavg 0.0657H 0.0200H

LMWmax 0.0583H 0.0170H

LMC 0.0488H 0.0176H

LMCavg 0.0859H 0.0313H

LMCmax 0.0755H 0.0259H

Table 7.6: Entity aspect ranking: results on the AOL dataset. Significance is tested against
the MLE baseline (row 1).

MRR SR

MLE 0.0647 0.0340

Edays 0.0710N 0.0383N

Eweeks 0.0712N 0.0376N

Emonths 0.0709N 0.0376N

EJdays 0.0684N 0.0383N

EJweeks 0.0692N 0.0394N

EJmonth 0.0692N 0.0395N

LMW 0.0328H 0.0132H

LMWavg 0.0457H 0.0190H

LMWmax 0.0426H 0.0170H

LMC 0.0341H 0.0146H

LMCavg 0.0499H 0.0219H

LMCmax 0.0466H 0.0195H
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Table 7.7: Aspect recommendation: results. Significance is tested against row 1.
Method MRR SR
Aspect-semantic 0.0431 0.0244
Aspect-flow 0.0602N 0.0451N

Aspect-combined-rr 0.0674N 0.0486N

Aspect-combined-convex (λ = 0.85) 0.0650N 0.0465N

Table 7.8: Aspect recommendation: results of context aware experiment where m denotes
the context size, i.e., the number of queries used as context. Significance is tested against
row 1 of each group.

Method MRR SR
Aspect-semantic 0.0431 0.0244
CA-aspect-semantic (m = 3) 0.0436N 0.0248N

CA-aspect-semantic (m = 10) 0.0436N 0.0248N

Aspect-flow 0.0602 0.0451
CA-aspect-flow (m = 3) 0.0583H 0.0438H

CA-aspect-flow (m = 10) 0.0583H 0.0438H

7.5.3 Recommending aspects

Our third experiment evaluates the quality of recommending entity aspects within a session,
comparing the semantic and behavioral approaches (RQ5.3). The results are shown in
Tables 7.7 and 7.8. Overall, we see that the behavioral aspect-flow approach outperforms
the purely semantic approach. When combined, they give the best performance. In our
experiments, we experiment with a round-robin and a convex approach to combine the
results.

Upon looking at the graphs created by both methods, we see that the semantic method
tends to generate larger graphs, thus attaining more coverage. This is not surprising since
the flow graph is only constructed with a single month of data. Despite the sparsity and
lack of coverage, the behavioral flow-based approach still manages to outperform the
semantic approach, providing better quality recommendations overall. Both combination
approaches succesfully improve over the individual approaches.

As for incorporating user session context (RQ5.4), we observe that the semantic
approach gains a small improvement by incorporating previous queries in the search
context. However, the flow-based approach performs slightly worse when previous query
is taken into account. This is related to the sparsity/lack of transition data on the flow-
based approach. The size of the context have little effect in the current adjacency-based
recommendation setup.

In conclusion, we find that the behavioral approach is better than the semantic ap-
proach for recommending entity aspects, and they can be combined to generate better
recommendations.
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7.5.4 Recommending queries
In this section we investigate whether our aspect model can help to complement the
query-flow graph for query recommendation (RQ5.5). Table 7.9 shows the result of
predicting all queries within the sampled user sessions (all-pairs). Table 7.10 shows the
results of using the first query as input to predict only the last query of a session (which
can be considered as yielding the desired results).

In the all-pairs prediction setup, we see that the aspect-based query recommendation
method (labeled QFG+A in the table) successfully improves upon the baseline query-
flow graph in terms of predictions coverage and ranking. The improvement is small,
but consistent and significant across the two different configurations of our experiment.
Overall, we achieve around 1% improvement on the correct prediction’s coverage. For
ranking, our method achieves slightly better mean reciprocal rank and average position of
the target query (averaged for correct predictions at the top-100). Considering the large
number of queries, these improvements are quite substantial. The improvements become
more pronounced as we look at the unique query occurrences rather than all occurrences.

We notice consistent results in the first-last experiment also. Improvements in terms of
prediction coverage are around 1%, while the ranking also shows consistent improvements.

7.6 Conclusion

In this chapter we have explored entity-aspect associations in the context of entity-oriented
web search. We have asked the following question:

RQ5 How can we mine and represent common information needs around entities from
user queries? How do we rank and recommend them?

To answer RQ5, we have developed and evaluated methods for mining entity aspects,
ranking their importance, and recommending them directly or leveraging them for query
recommendation. We have done so by linking entities within queries, extracting the
queries’ context terms, and clustering them together into entity aspects if they refer to the
same intent.

We have performed four sets of experiments. For mining entity aspects, we found
that combining the lexical and semantic matching strategies performs best for this task.
We ranked the obtained entity aspects for each entity using three strategies: maximum
likelihood, entropy, and language modeling. We found that the entropy-based methods
yield the best performance. For aspect recommendation, we considered two approaches:
semantic and behavioral and found that the latter provides superior results. In our final task
we leveraged entity aspects for actual query recommendation. We found that resolving
entities and grouping queries into aspects helps to improve query recommendation in a
semantic way.

Our results have the following implications. First, search diversification algorithm
and knowledge card designers should incorporate the importance of aspects from query
logs. Second, query recommendation methods should consider semantic information from
entities and aspects.

There are also some limitations to our work. First, our entity linking method only
links one entity for each query. Second, we have not experimented with combining signals
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for aspect ranking. Third, when using semantic features, we simply averaged the vector of
each word within the query context terms; more sophisticated embedding method can be
incorporated.

As to future work, we would like to extend the study in following directions. First,
we would like to incorporate more features and study the performance of aspect mining
in a large-scale setting. Secondly, we would like to the see whether the different aspect
ranking methods performs differently for different entity types, or different query triggers
(user input, auto-completion, related search, etc). Lastly, we would like to incorporate
more advanced recommendation methods for query recommendation, e.g., methods based
on personalized PageRank.
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Table 7.9: Query recommendation: results on the all-pairs dataset for each configuration.

all occurrences

QFG QFG+A

% pairs in all 0.111 0.123
% pairs in top-100 0.076 0.084
% pairs in top-10 0.042 0.047
% pairs in top-1 (SR) 0.015 0.016
MRR 0.024 0.026
avg. position 20.38 20.09

unique occurrences

QFG QFG+A

% pairs in all 0.108 0.130
% pairs in top-100 0.070 0.088
% pairs in top-10 0.039 0.048
% pairs in top-1 (SR) 0.013 0.015
MRR 0.021 0.026
avg. position 20.57 20.01

Table 7.10: Query recommendation: results on the first-last dataset for each configuration.

all occurrences

QFG QFG+A

% pairs in all 0.147 0.165
% pairs in top-100 0.097 0.110
% pairs in top-10 0.055 0.062
% pairs in top-1 (SR) 0.019 0.021
MRR 0.031 0.034
avg.position 19.20 18.98

unique occurrences

QFG QFG+A

% pairs in all 0.104 0.126
% pairs in top-100 0.062 0.079
% pairs in top-10 0.031 0.041
% pairs in top-1 (SR) 0.009 0.011
MRR 0.016 0.021
avg.position 21.84 20.90
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8
Conclusions

In this thesis, we have explored the broad problem of computing entity associations
for search. Our exploration focused on three types of association: entity-entity, entity-
document, and entity-aspect. We have considered several algorithmic tasks stemming
from these types of association and developed methods in various domains.

Beginning with entity-entity associations in Chapter 3, we considered the problem
of ranking related entities from a text document only. In Chapter 4, we considered an
important attribute of entity relations: the temporal boundary. We proposed a method
to perform classification of temporal evidence and investigated its impact on end-to-
end temporal relation extraction performance. In Chapter 5 we considered the task of
recommending related entities given direct and indirect entity connections in a knowledge
graph. In Chapter 6 we continued with the second theme: the association between entities
and documents and considered the task of document filtering for entities. We focused on
the long-tail nature of some query entities and developed a method to improve the filtering
performance for such entities. Finally, in Chapter 7, we considered aspects of information
related to an entity, exploring them in the context of Web search. We introduced the
tasks of mining, ranking and recommending them and showed how these aspects could be
leveraged for search.

Below, we provide a detailed summary of the contributions and results obtained in the
thesis. We answer the research questions introduced at the beginning of the thesis and
conclude with future research directions.

8.1 Main Findings

Entity-entity associations

Starting with the entity-entity associations theme, we turned to our first study on entity
associations to support exploration of a document collection. As only text information is
assumed to be available, the method introduced to rank related entities uses text only. In
Chapter 3, we asked the following question:

RQ1 How do we rank related entities to support the exploration of a document collection
relying on signals from the text alone?

We refined RQ1 into the following specific questions:
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RQ1.1 How do related entity ranking methods based on association measures and
relation extraction compare?

RQ1.2 Can we combine these various scoring methods in an ensemble to improve the
performance?

RQ1.3 How does performance differ across different queries?

We formalized the task of entity network extraction as ranking related entities, in which a
query entity is used as the input against which candidate entities are ranked. To answer
the above questions, we proposed a learning to rank approach for related entity ranking.
We proposed a successful approach that combines co-occurrence statistics from the source
context and a classification-based approach inspired by work in relation extraction. We
combined features from different association measures and the output of relation extraction
classifiers.

Our learning to rank model based on such features can be used for entity ranking in
this text-only setting. In addition, we find that the performance of different methods is
query-dependent. We found that some query entities are more difficult than others due
to the overall style and quality of the snippets in which the query entities are mentioned.
Some snippets contain direct/indirect speech, or contain invalid co-occurrences due to text
preprocessing errors; entities from such snippets are ill-suited to be included as related
entities.

In the next chapter, we shifted our attention towards fluent relation types. Specifically,
we turned to establishing temporal boundaries of entity relations and focused on the
temporal evidence classification task. We asked the following question:

RQ2 How can we effectively classify temporal evidence of entity relations?

We expanded RQ2 into the following questions:

RQ2.1 How does a purely supervised approach with different features and learning
algorithms perform on the task of temporal evidence classification?

RQ2.2 How does the performance of a distant supervision approach compare to that of
a supervised learning approach on the task of temporal evidence classification?

RQ2.3 How does the performance of a prior-informed distant supervision approach
compare to that of a basic distant supervision approach on the task of temporal
evidence classification?

RQ2.4 How do the approaches listed above compare in terms of their performance on
the end-to-end temporal relation extraction task?

To answer these questions, we isolated the task of temporal evidence classification
from the broader task of temporal relation extraction. We focused on this subtask so as to
gain more insights specifically on the evidence classification part where most performance
gain can be achieved. We developed an approach based on the distant supervision
paradigm and set to address the distribution mismatch of the distant supervision (i.e.,
source) corpus and target corpus. We employed a sampling method for distant supervision,
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in which distant supervision samples are generated, and then training examples are further
re-sampled from the initial pool of automatically generated examples according to an
empirical distribution.

We started with a preliminary experiment using a supervised approach and investigated
the impact of using different classifiers and text representations. We found that Support
Vector Machines and Naive Bayes combined with a complex text representation work best
for the purely supervised setting. When considering the distant supervision approach, we
found that when the distant supervision was applied as-is, its performance was worse than
the supervised approach. We showed that the sampling strategy we proposed successfully
improved the performance of subsequent models trained on the corrected training data
from a distant supervision procedure. When examining the end-to-end temporal relation
extraction performance, we found that the distant supervision approach consistently
achieves improvements over the supervised approach.

Moving away from the initial scenario where entities are ranked based on co-occurrence
in text only, we turned to a scenario where the underlying relationships between entities
are known. Specifically, we continued with the task of related entity recommendation
given entity relationships from knowledge graphs in Chapter 4. We introduced the notion
of impact in a knowledge graph and asked the following question:

RQ3 Given graph-based information of entity relations with types, can we effectively
recommend related entities based on their direct and indirect connections to a query
entity?

We expanded RQ3 into the following questions:

RQ3.1 How do our proposed methods and the baseline perform on the task of impact-
based entity recommendations?

RQ3.2 How does the impact propagations method compare against the learning to
rank method?

RQ3.3 How do our proposed methods perform across different queries?

RQ3.4 Can the impact propagation model learn which relationship types are important
for impact-based recommendation?

To answer these questions, we experimented with three methods on highly-heterogeneous
knowledge graphs from two domains. Our first method was based on learning to rank from
subgraph features. The second method that we proposed, impact propagation, is inspired
by treating knowledge graph connections similar to dependencies in a Bayesian network.
As a baseline, we modified a random walk method for graph proximity computation.
We collect judgments from the two knowledge graphs through crowdsourcing, asking
annotators to asses the notion of impact from entity connections.

We showed that we could effectively rank entities for impact-based recommendations.
Moreover, both approaches that we proposed successfully improved upon a baseline based
on graph proximity. The learning to rank method achieved slightly better performance
than the impact propagation method. However, when we zoomed in on the performance
across queries, we found that not all queries were of equal difficulty. The difference in
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the performance can be attributed to the complexity of the subgraph traversed from the
query entity, whether the size of subgraphs or heterogeneity of the relations contained
in the subgraph. When we focused on the difficult queries only, i.e., queries where the
are an equal proportion of related and non-related entities, we found that the impact
propagation performed best. In addition, we found that impact propagation can learn
relation importance properly, resulting in an intuitive model that has the advantage of
explainable local prediction of directly connected entities, which in turn allows end-to-end
recommendation explanation.

Entity-document associations

We moved to the theme of entity-document associations and considered the task of
document filtering for knowledge base acceleration in Chapter 6. We focused on the
relevance of a document given a query entity in the context of filtering documents that
are useful for updating a query entity’s knowledge base profile. We focused on long-tail
entities and asked the following question:

RQ4 How do we filter documents that are relevant to update an entity profile, if the entity
is in the long-tail?

We proposed a method called EIDF, which is tailored towards long-tail entities, and refined
RQ4 into the following questions:

RQ4.1 How does our approach, EIDF, perform for vital document filtering of long-tail
entities?

RQ4.2 How does EIDF perform when filtering documents for entities not seen in the
training data?

RQ4.3 How does EIDF compare to the state-of-the-art for vital document filtering in
terms of overall results?

To answer these questions, we experimented with the TREC Knowledge Base Ac-
celeration setup and focused on entity-independent models for document filtering. We
introduced features to represent document based on three key intuitions: informativeness,
entity-saliency, and timeliness. We instantiated these key notions into intuitive features
for document representation and combined them with other features commonly used for
filtering.

We showed that our proposed approach improves the performance of vital document
filtering on the segment of long-tail entities; the improvements obtained do not sacrifice
the overall performance of the method on other popularity segments. As to filtering
documents of entities not found in the training data, we obtained improvements of a
smaller magnitude, which we suspect was due to having fewer training examples available
in the cross-validation experiments.

Entity-aspect associations

As the last theme, we explored the association between entities and common information
needs attached to them. Focusing on the Web search domain, we introduced the notion of

140



8.2. Future Work

entity aspect, defined in this domain as common search tasks in the context of an entity.
We mined query logs of a commercial search engine to obtain aspects in Chapter 7, and
asked following question:

RQ5 How can we mine and represent common information needs around entities from
user queries? How do we rank and recommend them?

We detailed RQ5 into the following questions:

RQ5.1 When mining entity aspects, how do different similarity measures compare on
the task of clustering queries in the context of an entity?

RQ5.2 How do different aspect ranking methods compare on the task of ranking entity
aspects in a query-independent scenario?

RQ5.3 How do the semantic and behavioral approaches compare on the task of aspect
recommendation?

RQ5.4 Does incorporating context improve aspect recommendation?

RQ5.5 Can we leverage the semantic information captured through entity aspects
to improve the effectiveness of query recommendation built on top of the
query-flow graph?

To answer these questions, we formalized the tasks of mining, ranking and recommend-
ing entity aspects. For mining entity aspects, we focused on evaluating the performance
of clustering different query context terms representing the same aspects and created clus-
tering ground truth. On the remaining tasks, we designed automatic evaluation methods
utilizing a commercial search engine’s query logs.

We found that a combination of lexical and semantic similarity works best when
grouping query context terms to be used as aspects. When comparing different methods
for estimating the importance of an aspect with respect to the query entity, we found that
entropy-based methods, which reward stable information needs, were the most suitable.
When we considered the obtained aspects for recommendations, we found that behavioral
similarity is the most effective, but semantic similarity was still useful when behavioral
signals are sparse. We did not see any improvements when incorporating context for aspect
recommendation. When we tried to incorporate entity aspects for query recommendation,
we found that semanticizing queries through entities and aspects provided small, but
significant improvements.

8.2 Future Work

This thesis resulted in new task formalizations, algorithms, and insights on computing
entity associations for search. Beyond the tasks that we have explored in this thesis,
interesting new problems and applications emerge. Below, we briefly discuss a selection
of possible future work.
Incorporating attributes of associations. As we have explained in Chapter 4, entity-
entity associations can be enriched with additional attributes, such as temporal boundary
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and magnitude (i.e., the strength of the association). In Chapter 3, the association strengths
are computed from entity co-occurrences in text, while in Chapter 5 the magnitudes are
obtained from external sources. Such temporal and magnitude attributes would naturally
be important for any tasks that utilize entity-entity associations; however, incorporating
them into ranking or recommendation methods is a challenge.

In the methods that we presented in Chapter 5, we have briefly touched upon this
challenge by including them as features. We demonstrated a way to do so with one
relation attribute, i.e., magnitude. This strategy is suitable for scalar attributes such as
magnitude; for other types of attributes, further investigations are required. For example,
temporal attributes will need to be transformed into scalar values, a transformation that is
non-trivial.

Online models. In some of the tasks that we considered, e.g., document filtering in
Chapter 6, the notion of temporality and entity profile are important. An entity profile
tends to be dynamic, as it needs to be updated with specific changes happening to the
entity. In this document filtering setting, we should consider a model that can be updated
once it makes a decision on a document. In the method that we proposed in Chapter 6, we
did not explicitly perform a comparison of the new document to any updated profile. One
could argue that keeping track of selected documents and comparing every new document
to this portfolio of entity profile documents are the way go. However, this is not always
practical given the relatively large document stream in the scenario. In most scenarios,
we do not know which information is being updated by a newly discovered document.
Simply combining document text is not a feasible solution.

An ideal method should be able to pick up the specific information that the newly
discovered document contains, and only add that highlighted part to the entity profile. The
challenge lies in finding a way for comparing entity representations and the candidate
documents effectively and efficiently. We need to represent the specific piece of informa-
tion triggering the profile update so as to allow easy comparison and updating. Relation
extraction approaches can be one way to address this problem, however not all noteworthy
events can be conveniently represented through relation schemas.

Aspect-based knowledge graphs. In Chapter 7, we moved beyond a common knowledge
graphs paradigm towards anticipating information needs based on users’ search queries.
We have considered the task of recommending entity aspects, explored in the context of
aspects belonging to an entity. A more interesting and challenging scenario for this task
is recommending entity aspects for which the suggested aspects can belong to different
entities. This way, we incorporate the fact that users’ interests might shift towards other
entities (and other entities’ aspects) during exploration.

Taking this idea one step further would be to combine a common knowledge graph
schema with a user-driven schema mined from entity aspects. Integrating such a user-
driven schema is not trivial; some aspects are entity-specific, while others might be shared
across entities or entity types. The challenge lies in normalizing such shared aspects so
that they can be incorporated efficiently.

Explainable predictions. A lot of the tasks that we proposed in this thesis, e.g., in
Chapter 3, 5, 6 were explored in the context of supporting end-users in performing
research, analysis, and decision making. This will have broader implications in the sense
that, for any of the entity-related tasks that we aim to solve, it is important to develop
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models that are intuitive or extensible with explanations. In a lot of cases, a simple
prediction output such as a scalar value or classification label is simply not satisfactory
anymore. Thus, building a predictive model with explainable prediction becomes an
important requirement.

This requirement can be solved by designing intuitive models. The impact propagation
approach to entity recommendation that we proposed in Chapter 5 is one such model as
the final prediction can be explained by a series of intermediate predictions. Although
this should already be valuable in principle, end-users without sophisticated technical
background would prefer intuitive explanations (e.g., in the form of short text/narration).
With this intuitive model, one strategy that can be pursued is text generation: producing
text based on the structure and the prediction of the model. However, some models have
complex, non-intuitive structures, such as neural networks [128, 193]. Another alternative
to pursue in this case is to add the explanation later by learning a separate explanation
model to explain the output of the more complex predictive model [193].
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Summary

In this thesis, we investigate the broad problem of computing entity associations for search.
Specifically, we consider three types of entity association: entity-entity, entity-document,
and entity-aspect associations. We touch upon various domains, starting with specific
domains such as the humanities and business, and ending in Web search.

The first type of association is entity-entity association. We begin our investigation by
considering entity networks as a means of exploring document collections, and formulate
the task of entity network extraction as ranking related entities. We combine approaches
based on association finding and relation extraction to address the task. In our second study
we go in a different direction, and focus on establishing temporal boundaries between
pairs of entities having confirmed the relations between them. Finally, we bring the type
of the relations to the forefront in our third study. We consider the task of recommending
entities related to a query entity given their direct and indirect connections in a knowledge
graph. We formalize the task of impact-based entity recommendation and propose two
approaches based on learning to rank and impact propagation.

Our second theme concerns entity-document associations. We study this type of
association in the context of filtering documents for knowledge base acceleration. In this
setting, the goal is to filter documents that are relevant to update a profile of an entity.
We focus on the challenge of long-tail entities specifically, and propose an approach that
leverages intrinsic, i.e., in-document signals more than extrinsic signals such as Wikipedia
page views and trending queries.

Finally, we explore entity-aspect associations. Entities are often associated with
attributes, types, distinguishing features, topics, or themes. We broadly group this type of
information under the heading “aspect.” We study entity aspects in the context of Web
search, and define them as common search tasks in the context of an entity. Specifically,
we study the problem of mining, ranking, and recommending aspects. Entity aspects and
their associations are mined from query logs.

This thesis contributes new task formalizations, algorithms, and insights on computing
entity associations for search. Our experimental results confirm the effectiveness of our
approaches within the different settings that we consider. Insights gained from this thesis
will help address entity-oriented information access challenges in various domains.
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Samenvatting

Dit proefschrift gaat over personen, organisaties en locaties, collectief aangeduid met de
term entiteiten. We richten ons op het berekenen van entiteit-associaties voor zoekop-
drachten, waarbij we met entiteit-associaties de relaties tussen entiteiten en andere objecten
bedoelen, zoals uitgedrukt in tekst. We bestuderen drie entiteit-associaties in het bijzonder:
entiteit-entiteit, entiteit-document en entiteit-aspect. Dit wordt gedaan in de context van
verschillende domeinen, waarbij we beginnen met specifieke geesteswetenschappelijke en
zakelijke domeinen, en eindigen met het internet in het algemeen.

Het eerste type entiteits-associatie is entiteit-entiteit. We verkennen documentcollec-
ties aanvankelijk aan de hand van entiteitnetwerken. In het eerste hoofdstuk modelleren
we het vinden van entiteit-entiteit associaties als een ranking-probleem. Hierbij maken
we gebruik van associatie- en relatie-extractie technieken. In het tweede hoofdstuk nemen
we een andere aanpak en leggen we ons toe op het onderkennen van temporele grenzen
aan de relaties tussen entiteiten. Het derde hoofdstuk, tenslotte, gaat over het type van
entiteit-entiteit relaties. Het gaat hierbij om het aanraden van entiteiten op basis van een
entiteit in een zoekvraag, gegeven hun directe en indirecte connecties in een knowledge
graph. We geven een formalisatie van het impact-gebaseerd aanraden van entiteiten en
we stellen twee manieren voor, aan de hand van learning to rank en impact propagation.

Het tweede gedeelte gaat over entiteit-document associaties. We bestuderen deze asso-
ciaties in de context van Knowledge Base Acceleration — het selecteren van documenten
die bij kunnen dragen aan de profielpagina van een entiteit. We richten ons met name
op laagfrequente entiteiten, en stellen een nieuwe methode voor die gebruik maakt van
intrinsieke, in-document signalen.

Tot slot behandelen we entiteit-aspect associaties. Entiteiten worden vaak in ver-
band gebracht met bepaalde kenmerken, types, eigenschappen en onderwerpen, hier
gezamenlijk aangeduid als “aspecten”. We bestuderen entiteitaspecten in de context van
zoekmachines, en definiëren ze als vaak voorkomende zoekopdrachten gerelateerd aan
entiteiten. In het bijzonder spitsen we ons toe op extraheren, rangschikken en aanraden van
aspecten. Entiteitaspecten en hun associaties worden uit query logbestanden geëxtraheerd.

Dit proefschrift bevat bijdragen op het gebied van taakformalisaties, algoritmes en het
gebruik van entiteitassociaties voor zoekmachines. De resultaten van de experimenten
bevestigien de effictiviteit van onze aanpakken in de verschillende behandelde scenarios.
De opgedane inzichten zullen helpen om entiteit-gerichte ontsluiting van informatie in
meerdere domeinen te verbeteren.

159





SIKS Dissertation Series

1998

1 Johan van den Akker (CWI) DEGAS: An Active,
Temporal Database of Autonomous Objects

2 Floris Wiesman (UM) Information Retrieval by
Graphically Browsing Meta-Information

3 Ans Steuten (TUD) A Contribution to the Linguis-
tic Analysis of Business Conversations

4 Dennis Breuker (UM) Memory versus Search in
Games

5 E. W. Oskamp (RUL) Computerondersteuning bij
Straftoemeting

1999

1 Mark Sloof (VUA) Physiology of Quality Change
Modelling: Automated modelling of

2 Rob Potharst (EUR) Classification using decision
trees and neural nets

3 Don Beal (UM) The Nature of Minimax Search
4 Jacques Penders (UM) The practical Art of Moving

Physical Objects
5 Aldo de Moor (KUB) Empowering Communities:

A Method for the Legitimate User-Driven
6 Niek J. E. Wijngaards (VUA) Re-design of compo-

sitional systems
7 David Spelt (UT) Verification support for object

database design
8 Jacques H. J. Lenting (UM) Informed Gambling:

Conception and Analysis of a Multi-Agent Mecha-
nism

2000

1 Frank Niessink (VUA) Perspectives on Improving
Software Maintenance

2 Koen Holtman (TUe) Prototyping of CMS Storage
Management

3 Carolien M. T. Metselaar (UvA) Sociaal-
organisatorische gevolgen van kennistechnologie

4 Geert de Haan (VUA) ETAG, A Formal Model of
Competence Knowledge for User Interface

5 Ruud van der Pol (UM) Knowledge-based Query
Formulation in Information Retrieval

6 Rogier van Eijk (UU) Programming Languages
for Agent Communication

7 Niels Peek (UU) Decision-theoretic Planning of
Clinical Patient Management
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17 André van Cleeff (UT) Physical and Digital Secu-
rity Mechanisms: Properties, Combinations and
Trade-offs

18 Holger Pirk (CWI) Waste Not, Want Not!: Manag-
ing Relational Data in Asymmetric Memories

19 Bernardo Tabuenca (OUN) Ubiquitous Technology
for Lifelong Learners

20 Loı̈s Vanhée (UU) Using Culture and Values to
Support Flexible Coordination

21 Sibren Fetter (OUN) Using Peer-Support to Ex-
pand and Stabilize Online Learning

22 Zhemin Zhu (UT) Co-occurrence Rate Networks
23 Luit Gazendam (VUA) Cataloguer Support in Cul-

tural Heritage
24 Richard Berendsen (UvA) Finding People, Papers,

and Posts: Vertical Search Algorithms and Evalu-
ation

25 Steven Woudenberg (UU) Bayesian Tools for
Early Disease Detection

26 Alexander Hogenboom (EUR) Sentiment Analysis
of Text Guided by Semantics and Structure
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3 Daniël Harold Telgen (UU) Grid Manufactur-
ing: A Cyber-Physical Approach with Autonomous
Products and Reconfigurable Manufacturing Ma-
chines

4 Mrunal Gawade (CWI) Multi-core Parallelism in
a Column-store

5 Mahdieh Shadi (UvA) Collaboration Behavior
6 Damir Vandic (EUR) Intelligent Information Sys-

tems for Web Product Search
7 Roel Bertens (UU) Insight in Information: from

Abstract to Anomaly
8 Rob Konijn (VUA) Detecting Interesting Differ-

ences: Data Mining in Health Insurance Data
using Outlier Detection and Subgroup Discovery

9 Dong Nguyen (UT) Text as Social and Cultural
Data: A Computational Perspective on Variation
in Text

10 Robby van Delden (UT) (Steering) Interactive
Play Behavior

11 Florian Kunneman (RUN) Modelling patterns of
time and emotion in Twitter #anticipointment

12 Sander Leemans (UT) Robust Process Mining with
Guarantees

13 Gijs Huisman (UT) Social Touch Technology: Ex-
tending the reach of social touch through haptic
technology

14 Shoshannah Tekofsky (UvT) You Are Who You
Play You Are: Modelling Player Traits from Video
Game Behavior

15 Peter Berck (RUN) Memory-Based Text Correc-
tion

16 Aleksandr Chuklin (UvA) Understanding and
Modeling Users of Modern Search Engines

17 Daniel Dimov (LU) Crowdsourced Online Dispute
Resolution

18 Ridho Reinanda (UvA) Entity Associations for
Search

173


	Introduction
	Research Outline and Questions
	Parallel Themes
	Main Contributions
	Thesis Overview
	Origins

	Knowledge Graphs: An Information Retrieval Perspective
	Information Retrieval for Knowledge Graphs
	Entity recognition and classification
	Entity discovery and typing
	Entity-centric document filtering
	Relation extraction and link prediction
	Quality estimation and control

	Knowledge Graphs for Information Retrieval
	Entity linking
	Document retrieval
	Entity retrieval
	Entity recommendation
	Entity relationship explanation


	Entity Network Extraction
	Related work
	Method
	Experimental Setup
	Results
	Conclusion

	Temporal Evidence Classification
	Related Work
	Temporal slot filling
	Reducing noise in distant supervision

	Method
	Experimental Setup
	Results and Discussion
	Preliminary experiment
	Distant supervision experiments
	End-to-end experiments
	Error analysis

	Conclusion

	Impact-based Entity Recommendations from Knowledge Graphs
	Problem Formulation
	Methods
	Learning to rank
	Impact propagation

	Experimental Setup
	Data
	Relevance assessments
	Baseline
	Metrics and significance testing

	Results and Discussion
	Performance across queries
	Relation importance analysis
	Error analysis
	Scalability and efficiency

	Conclusions

	Document Filtering for Long-tail Entities
	Problem Definition
	Method
	Intrinsic features
	Basic features
	Machine learning model

	Experimental Setup
	Data and annotations
	Experiments
	Evaluation
	Baselines
	Parameters and settings

	Results and Discussion
	Main experiment: Long-tail entities
	Main experiment: Unseen entities
	Side experiment: All entities
	Feature analysis

	Conclusion and Future Work

	Mining, Ranking, and Recommending Entity Aspects
	Related Work
	Problem Definition
	Method
	Identifying entity aspects
	Ranking entity aspects
	Recommending entity aspects

	Experimental Setup
	Experiments
	Experimental data and settings

	Experimental Results
	Mining aspects
	Ranking entity aspects
	Recommending aspects
	Recommending queries

	Conclusion

	Conclusions
	Main Findings
	Future Work

	Bibliography
	Summary
	Samenvatting

