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ABSTRACT1

This project applies a combination of rule-based methods with ma-2

chine learning methods to achieve efficient information extraction3

from large bodies of text, more specifically Dutch administrative de-4

cisions. This is done by using rule-based techniques to identify key5

sentences that contain information to be extracted and are analyzed6

and extracted by a large language model, ChatGPT. Different types7

of information can be extracted this way, irrespective of clearly8

identifiable patterns or structures. The results show that the overall9

information extraction process is effective, but is dependent on the10

flexibility and ability of rule-based methods to correctly identify11

types of information, and an effective sentence extraction with suf-12

ficient information for the machine learning method to accurately13

shape the context. The project highlights the need for a thorough14

analysis of the information to be extracted and its context within15

the data to understand what approach is needed for efficient and16

accurate information extraction.17
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1 INTRODUCTION23

In the current landscape of data-driven decision making in the legal24

field, the ability to efficiently and accurately extract meaningful25

information from various unstructured texts is of great importance26

[7]. Traditional rule-based approaches, such as Regular Expressions27

(RegEx) and Named Entity Recognition (NER), can be efficient for28

information extraction tasks for information with clear patterns29

or structures [24]. However, when these patterns are not clear, or30

when these patterns are constantly changing, rule-based methods31

struggle with the flexibility required to handle these diverse texts32

[19]. On the other hand, machine learning methods for informa-33

tion extraction, particularly large language models based on trans-34

former architectures such as Generative Pre-trained Transformers35

(GPTs) and Bidirectional Encoder Representations from Transform-36

ers (BERT), have high flexibility in understanding different contexts,37

but face challenges with scalability when extracting large volumes38

of information from large documents, as they require large amounts39

of labeled training data [19] or face issues processing large amounts40

of tokens [30]. GPTs, which do often not require training of the41

data for the task, may suffer from underfitting for specific tasks and42

require precise prompts to ensure efficient information extraction43

[13].44

Papers that focus on information extraction (IE) often treat rule-45

based and machine learning methods in isolation, focusing on im-46

proving rule-based systems (e.g. [24]) or enhancing the contextual47

capabilities of machine learning models (e.g. [13]) for IE. Little re-48

search is dedicated to combining these methodologies to leverage49

their complementary strengths and reduce the influence of their50

limitations. This project aims to fill this gap by creating a hybrid51

system that combines traditional rule-based NER and RegEx with52

the advanced contextual understanding of the machine learning53

model ChatGPT.54

This system is created by considering administrative decisions.55

These decisions are generally understood as an "administrative56

action addressed to one or more individualized public or private57

persons which is adopted unilaterally by a public authority to de-58

termine one or more concrete cases with legally binding effect"[18].59

Examples of such administrative decisions include licensing, subsi-60

dizing, and sanctioning decisions [18]. Unlike other types of legal61

data, such as legislation and case law, administrative decisions have62

hardly been subjected to legal analytics. Administrative decisions63

are particularly suitable for this hybrid project, as the decisions64

are always subject to legalization with general requirements on65

the form and substance of these decisions. Every administrative66

decision should contain, for example, a date, a legal basis and a com-67

petent decision-making authority. At the same time, these decisions68

cover a rich variety of information types in which these general69

requirements are concretized[26]. This project will aim to set the70

first steps of quantitative legal analysis for administrative decisions71

by creating a hybrid system for efficient information extraction72

that is highly reproducible for different categories of administrative73

decisions.74

To understand the efficiency of the hybrid system on administra-75

tive decisions, the research question that will be answered in this76

project is as follows:77

78

RQ1: How can a combination of traditional rule-based NER and79

RegEx with machine learning methods, more specifically ChatGPT,80

contribute to efficient information extraction from administrative de-81

cisions?82

83

To answer this research question, a deeper and nuanced under-84

standing of what different types of information can be extracted85

from administrative decisions needs to be developed to achieve86

efficient information extraction from the hybrid model. Several87

sub-questions are therefore addressed:88

• SQ1: What types of information from administrative decisions89

can efficiently be extracted using rule-based methods only?90

• SQ2: Regarding what types of information from administrative91

decisions can machine learning methods improve the informa-92

tion extraction from rule-based methods?93

• SQ3: Regarding what types of information from administrative94

decisions can rule-based methods improve the information95

extraction from machine-learning methods?96

The results show that a combination of methods can be effi-97

cient for information extraction. Rule-based methods are efficient98

when patterns or structures are clear and do not require context-99

aware techniques. In addition, rule-based methods can be efficient100

in identifying key sentences to shorten the amount of text given101

to the machine-learning method, increasing its performance and102
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achieving efficient information extraction from types of informa-103

tion that require extensive fine-tuning for an accurate extraction104

by rule-based methods. Information where identifiable patterns are105

missing can be extracted using machine-learning methods from the106

given context or sentences from information types that do consist107

of identifiable patterns, extracted by rule-based methods. Certain108

limitations still apply, for example, patterns by rule-based methods109

need to be correctly identified to achieve effective information ex-110

traction, and the sentences or context given to themachine-learning111

method need to be sufficient and complete, which in some cases112

may be hard to achieve with the chosen rule-based methods.113

This paper is organized as follows. The introduction gives an114

introduction to the problem and introduces the research questions115

central to the paper. The related work section gives a brief overview116

of prior research in different tasks that apply different rule-based117

and machine-learning methods to legal information, which is fol-118

lowed by an overview of prior research on the relative performance119

of different types of IE techniques. The method explains in detail120

how the research questions will be answered, identifying the dif-121

ferent types of information in administrative decisions, explaining122

the data collection and selection approaches used, after which the123

approach for rule-based and machine learning methods for each124

different type of information is explained. The results section shows125

the results for each type of information and shapes an answer to126

each of the sub-questions based on the obtained results. The discus-127

sion section will highlight influences or problems that may have128

influenced the results, including the generalizability and a brief dis-129

cussion of certain ethical issues regarding information extraction130

on legal data such as administrative decisions. This paper ends with131

a conclusion, which summarizes key highlights and answers the132

research question.133

2 RELATEDWORK134

2.1 Legal information extraction135

2.1.1 The need for legal information extraction. The field of legal136

information extraction and its techniques have gained increased137

attention due to the role it plays in facilitating access to legal knowl-138

edge and helping legal professionals in their tasks. As the volume139

of legal documents continues to grow and as more legal documents140

are being published publicly, efficient and effective extraction of rel-141

evant information is of utmost importance. Researchers in the legal142

field have explored various techniques and methodologies aimed at143

automating the extraction process and enhancing the usability of144

legal texts. [19]. Oard et al. (2010) [16] describe the complexity of145

information extraction techniques for legal data, highlighting chal-146

lenges for information extraction due to the volume, variety, and147

complexity of legal data. Additionally, they describe frameworks148

for information extraction and its evaluation, highlighting the need149

for correct annotation sets[16].150

As highlighted by e.g. Zadgaonkar and Agrawal (2021) [28], there151

is a need for information extraction from legal data and it can be152

used to achieve various goals, such as analyzation of legal data153

and decision-making purposes. Legal information extraction differs154

from other information extraction tasks from other domains, as155

legal data often consists of longer documents, complex internal156

structures, and jargon [28]. This section aims to identify what kind157

of rule-based and machine-learning methods are used for which158

kind of tasks and what type of information.159

2.1.2 Rule-based methods. Rule-based methods are often applied160

in contexts when extracting, classifying, or annotating textual data.161

In earlier years, rule-based methods such as NER were mainly used162

to extract information from legal data. Major steps have been taken163

in the identification of legal references such as laws and citations164

by applying techniques like NER on legal data [24]. Methods like165

Technology Assisted Review (TAR), in which information extrac-166

tion plays a central role, have also been applied to legal data, which167

applies techniques similar to reinforcement learning from human168

feedback (RLHF) to detect and identify patterns in legal data for data169

categorization. This process was proven to be more time-efficient170

than training a model on pre-annotated data [10, 23]. Furthermore,171

research has been dedicated to fine-graining NER in legal docu-172

ments [14]. Additionally, legal documents have been classified and173

visually simplified by creating a semantic network by using for ex-174

ample NER and POS-tagging [7]. The need to identify the different175

patterns in a flexible, precise, and correct way is a limitation that is176

commonly discussed when working with rule-based methods [24].177

In conclusion, rule-based methods for IE tasks are often used in the178

legal field on data that consists of clear patterns, such as laws and179

references, and are further applied for classification and annotation180

tasks.181

2.1.3 Machine learning methods. In more recent years, machine182

learning methods like LLMs have gained attention in the legal field183

because of their effectiveness for information extraction tasks. For184

example, GPTs like ChatGPT have been used in legal research for185

identification of legal factors in legal opinions [9], the summariza-186

tion of legal contacts[30] and rhetorical role prediction in legal187

cases [1]. Other machine learning techniques have also been re-188

searched, for example, a variation of BERT was used on legal text189

for summarization [2], and similarly, summarization of judgment190

decisions was achieved by using nearest neighbor search [20]. How-191

ever, studies like Sansone and Sperlí (2022) [19] show that little192

research is dedicated to the information extraction from adminis-193

trative decisions as opposed to other legal documents, such as laws194

or court judgments. In conclusion, machine-learning methods are195

often applied when rule-based methods cannot be applied due to196

the absence of clear patterns, or for more complex tasks such as197

summarization.198

2.2 Rule-based and machine learning199

techniques in general200

2.2.1 Rule-based methods. For tasks outside of the legal domain,201

techniques like NER, in combination with for example BERT and202

Relation Detection (RE), are widely used and have been proven to203

be efficient methods for these tasks. For example, Chandramouli et204

al. (2021) applied a combination of NER with BERT on unlabeled205

transcripted audio data which leads to near-human accuracy for206

classification tasks [5]. Bui et al. (2016) successfully applied NER to207

extract information from different PDF documents, such as title and208

body text [4]. Additionally, this paper uses an evaluation approach209

that evolves around a so-called ’gold standard’, where the accuracy210
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is measured based on pre-labeled data, which is a common approach211

for machine extraction evaluation [4].212

Other tasks in which rule-based methods are applied are de-213

scribed by scholars like Haak (2020), where a similar method is214

applied, and which concludes that BERT-based models can con-215

tribute to the effectiveness of NER or Semantic Role Labeling (SRL)216

[11]. This semantic role labeling is also applied in papers like Per-217

era et al. (2020), where NER is used in combination with relation218

detection [17]. The paper discusses the potential of relation detec-219

tion by using it to categorize topics of academic papers. Siciliani220

et al. (2023) discuss different types of techniques, more specifically221

different deep learning techniques for information extraction, such222

as XGBoost, which was proven to be effective for the extraction223

and classification of relations from tenders of the public sector [21].224

2.2.2 Machine-learning methods. Recent studies have shown that225

generative large language models (LLM), such as ChatGPT, are on226

the rise for information extraction tasks and can lead to promis-227

ing results with minimal resources [13]. The advantage of using228

these LLMs is that zero-shot learning can be applied to information229

retrieval. Studies show that near-human results can be achieved230

in this way, and may in some cases even lead to better accuracy’s231

than certain full-shot models [25]. The main challenge for using232

ChatGPT lies in creating an effective prompt that leads to the best233

results. Studies have shown that ChatGPT is effective in extracting234

attributes and their relations for for example products [3].235

Some researchers have pointed out limitations of using ChatGPT236

or other generative LLMs for information extraction tasks. Zhang237

et al. (2023) for example state that ChatGPT is effective for the238

extraction of relevant information, but is limited in retrieving more239

specific information [29]. In other words, the study shows how240

ChatGPT for the task of the study resulted in high recall but low241

precision. Additionally, studies like Tong and Chengzhi (2023) show242

how ChatGPT may lead to lower performances for different kinds243

of languages, in the case of Tong and Chengzhi (2023) for Chinese244

texts [22]. It is unclear how effective information extraction with245

ChatGPT is on Dutch texts.246

Additionally, studies like Zin et al. (2023) indicate how ChatGPT247

is less effective when providing large amounts of text, and achieved248

accurate results when splitting the text in different prompts for249

the summarizing of legal contracts [30]. This is mainly due to the250

token limitations from ChatGPT and similar models, which makes251

it unable to process large amounts of text at the same time. Ad-252

ditionally, processing large amounts of text and thus making the253

model process a high amount of tokens may increase the price of254

prompts by including non-relevant information.255

3 METHODOLOGY256

This section describes the steps that have been taken to answer the257

research question and its sub-questions. This is done by considering258

Dutch administrative decisions. These are commonly not publicly259

available. In The Netherlands, steps are taken to achieve a more260

transparent government. In 2022, a new law on public disclosure261

of government documents has entered into force under Article 3.3262

of this Dutch Open Government Act (Woo)[8]. This law will make263

it mandatory for governments to publicly disclose these decisions264

proactively[26]. Scholars in this field discuss how this kind of dis-265

closure could enable individuals to compare their case with others266

[15]. Information extraction techniques can make this process eas-267

ier to achieve, by allowing for a quantitative comparison between268

decisions[26].269

Because of the considerable length and heterogeneous character-270

istics of (certain) administrative decisions[26, 28], the limitation of271

ChatGPT being able to efficiently process large documents[29, 30],272

and the increasing availability of Dutch administrative decisions,273

this project focuses on the combination of rule-based methods and274

ChatGPT as machine-learning method for Dutch administrative275

decisions. More specifically, SpaCy’s1 NER and POS techniques in276

combination with RegEx techniques, which were shown to be used277

in legal data for for example the extraction of references [24], will278

be applied to identify key sentences, which reduces the amount of279

input tokens necessary to obtain results from ChatGPT. A combi-280

nation of these two will thus be created to enhance each method’s281

strengths and limit their weaknesses.282

3.1 Data collection and selection283

To answer the research question, publicly disclosed administra-284

tive decisions for two government bodies have been used, namely285

the Kansspelautoriteit (Dutch gambling authority, KSA)2 and the286

Autoriteit Financiële Markten (Dutch financial markets authority,287

AFM)3. This data is publicly available on the websites of the individ-288

ual government bodies and on aggregated websites like Woogle4.289

The used data from Woogle is unstructured and unlabeled and290

contains different (unlabeled) types of decisions, such as licensing291

decisions and sanctioning decisions. The obtained data consists of292

various types of administrative decisions. Based on Article 3.3a of293

the Dutch Open Government Act[8], several information types are294

identified that are to be expected in every type of administrative295

decision, such as the data of the decision and the legal basis for296

this decision. This resulted in the different types of information297

as described in table 1. However, apart from these general char-298

acteristics applicable to all administrative decisions, each type of299

administrative decision also contains other types of information300

that is distinct for that particular type of administrative decisions.301

Therefore, this project focuses in particular on enforcement deci-302

sions, as these contain similar types of information. Enforcement303

decisions are administrative decisions in response to certain mis-304

conducts (i.e. violation of a legal provision). Administrative fines305

and administrative penalties are selected as enforcement decisions306

for this project. Administrative fines discuss an unconditional obli-307

gation to pay a sum of money, whereas administrative fines discuss308

a conditional obligation to pay a sum of money if the violation309

is not terminated within a certain period. Based on the General310

Administrative Law Act[8], other information types that are legally311

present in enforcement decisions have been identified, as seen in312

table 1. An example of a shortened administrative fine is displayed313

in figure 1, where the information to be extracted as described in314

table 1 is annotated based on the annotation protocol in appendix315

D.316

1SpaCy’s pre-trained pipeline ’nl_core_news_lg’.
2kansspelautoriteit.nl/
3afm.nl/
4woogle.wooverheid.nl; downloaded in April 2024.
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Type Description

All Date Date of decision.
Legal Effect Given sanction; money or

consequence.
Legal Basis Legal provision; authority

for DMA for making
decision.

Recipient Legal entity; Person,
organization.

DMA Decision Making
Authority, Governing
body making the decision.

fine,
penalty

Violated Ar. List of legal provision(s)
that are violated.

Type of Misconduct Sentence containing
misconduct.

Table 1: Information that should be present in all enforce-
ment decisions[8].

The obtained data includes categories of administrative deci-317

sions that are irrelevant to this paper, such as licensing decisions.318

Data selection will be done to select only administrative fines and319

penalties within the set of administrative decisions available from320

both government bodies:321

(1) Keyword extraction. A keyword extraction technique is ap-322

plied to create a subsection based on present or absent key-323

words for both categories. These include ’decision’, and for324

example ’fine’ and ’penalty’ for administrative fines and325

penalties respectively.326

(2) Remove irrelevant documents through keyword extraction. Sim-327

ilarly to step 1, keywords that indicate an advice document328

are extracted, after which the document is shortened or com-329

pletely removed. In some cases, documents include an advice330

in their appendix in a decision. By shortening the full doc-331

ument and focusing solely on the decision, future steps for332

information extraction may be improved.333

(3) Extraction of Legal Effect to remove and classify documents.334

Lastly, the technique described in section 3.2.3 is applied to335

find the Legal Effect. If any obtained Legal Effect is associated336

with a word like ’fine’ or ’penalty’, these documents are337

classified with their corresponding category. If no legal effect338

or no matches with keywords are found, and there is no339

indication of the decisions resulting in a ’no fine’ or ’warning’340

result, the document is not selected.341

This results in a selection of administrative fines (267) and adminis-342

trative penalties (171) (appendix B). However, this selection contains343

noise, as the data of Woogle also includes administrative decisions344

related to these enforcement decisions, such as disclosure decisions345

and possible decisions on appeal (in response to objection to an346

enforcement decision).347

Figure 1: Example of a shortened administrative fine with
the information as described in table 1 annotated based on
the annotation protocol in appendix D.

To remove disclosure decisions, legal provisions are extracted348

from the document (see section 3.2.2). From this list of legal provi-349

sions, keyword matching is applied to check the presence of legal350

provisions that indicate a disclosure decision, such as ’article 3.1351

from Woo’. If a match is found, the document is removed from352

the selection. Regarding appeal decisions, government bodies are353

required to include an option for the recipient to object to the deci-354

sion. The time frame to send this objection is legally required to355

be six weeks and the type of objection differs from administrative356

fines/penalties and objection to appeal decisions. Sentences that357

contain the phrase ’six weeks’ were extracted from the document,358

after which the sentence is checked to have the phrase ’notice of359

objection’ present. If no sentence included this word, the document360

was dropped. This resulted in a selection of administrative fines361

and penalties, which is visualized in appendix B.362

The selected data included 299 different documents with various363

structures from the two government bodies. This data has been364

analyzed, which is shown in figure 2 and also displayed in appendix365

4



Figure 2: Document and page analysis for the two govern-
ment bodies for administrative fine and penalty decisions.
Blue and red indicate fines and penalties respectively.

C. The documents are relatively long, containing many pages and366

words, which aligns with the lengthy characteristic described in367

section 2. Since the data is relatively clean, only identified headers368

and footers are removed from the text from each page, by remov-369

ing common prefixes. These are however still saved to extract for370

example Date, as explained in section 3.2.1, as qualitative analysis371

shows that this type of information is often present in the header372

or footer of a document.373

3.2 Rule-based: extracting candidate sentences374

As mentioned in section 1 and 2, rule-based methods excel in the375

extraction of information when patterns are clear and structures376

are similar. Various parts of the information to be extracted from377

the data consist of identifiable patterns or structures, which are378

explained in table 2. For Date, the date pattern is identified and379

extracted after a few checks. No machine learning methods were380

applied to identify the date of the decision. For Violated Article,381

Legal Basis, and Legal Effect, patterns are identified, after which382

context-aware techniques are applied to the matches to identify383

if the pattern contains candidate information. Afterward, its sen-384

tence and neighbor sentences are extracted, which is included in385

the prompt for the machine-learning model, ChatGPT, which will386

analyze the sentences and extract the desired information (see sec-387

tion 3.3). This subsection explains the techniques used for each388

type of information that can easily be extracted through rule-based389

methods and the type of information that includes identifiable pat-390

terns but may require extensive pattern recognition to correctly391

extract information without noise or hallucinations. An overview392

of this subsection can be seen in table 2 and figure 3.393

3.2.1 Date. The date of the decision is the only type of informa-394

tion that is solely found by using rule-based methods (SQ1). Date395

included patterns that were uniform across documents, decisions,396

and government bodies. The following rule-based approach is ap-397

plied to find the date of the decision:398

How Result

Date 3.2.1. Date patterns, identify (1)
recurring dates per page, or (2)
dates in connection with a Dutch
city or ’Date’.

Date

Violated Ar.
and
Legal Basis

3.2.2. Article patterns,
POS-tagging to obtain a full
article and apply keyword
matching in the context of
sentence to extract candidate
sentences.

Candidate
sentences

Legal Effect 3.2.3. Money-patterns, identify
associated noun(s) using
POS-tagging and select sentences
where keywords match
associated nouns.

Candidate
sentences

Table 2: Information for which rule-based methods are ap-
plied to extract information or candidate sentences.

Figure 3: Pipeline of methodology.

• Matching on date-patterns. Firstly, the pre-trained NLP model399

was fine-tuned to detect dates and date patterns. This results400

in results with high recall but low precision, so additional401

DateTime-checks are applied to ensure the extracted match402

is a date.403

• Date presence. In some decisions, the date of the decision is404

present on every page, for example, the header or footer. If405

an extracted date is thus present on all pages, it is likely the406

’Date’ is extracted, and the following steps are halted.407

• Keywordmatching. If no ’Date’ was found in step 2, keywords408

were matched based on the context of the pattern (2 tokens409

before and after). If any token contains the word ’date’, it is410

saved as a candidate date. Additionally, a database of Dutch411

cities5 was used to check if any city is present in any context-412

token. This approach works for decisions that are written in413

letter format, where the date is often followed by a city, or414

vice versa. From all found candidate dates, the most recent415

date is chosen as ’Date’. If no candidate date was found,416

’unknown’ is returned for ’Date’.417

5https://metatopos.dijkewijk.nl/
5
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3.2.2 ViolatedArticle andLegal Basis. These information types418

can be identified by rule-based methods, but require extensive pat-419

tern detection to correctly identify (SQ2). This is often due to the420

required context-aware characteristic of these data. To identify for421

example the violated legal provision, an analysis of the context422

needs to be applied.423

The violated legal provision(s) (Violated Ar.) and the legal provi-424

sion that explains the legal basis of the decision-making authority425

(Legal Basis) are recognizable as they contain a consistent pattern426

since they are a reference to a certain piece of legislation. An ex-427

ample of a legal provision is: ’article 30t, first paragraph, opening428

words and under c, of the Wok’. This pattern is consistent, as the429

word ’article’ is always present and followed by a number (or a430

sequence of numbers) and/or letter, which is then linked to a law,431

in the example’s case the Wok. In between the word ’article’ and432

law, extra text can be added that specify what part of the article433

is being treated. Slight variations exist, such as naming multiple434

articles at the same time, often with the word ’juncto’. To extract435

the articles and their corresponding sentences, the following steps436

have been taken:437

(1) keyword matching. The words ’article’ and its multiplica-438

tion are identified, after which its sentence is extracted. The439

sentence is cut short and starts at the keyword.440

(2) POS-tagging. After extracting the (shortened) sentence, POS-441

tagging is applied to the sentence and is cut short at the first442

appearance of a token being identified as a verb, or until the443

end of the sentence is reached. This is based on a pre-trained444

NLP model on Dutch text. This approach is effective, as there445

are no verbs when describing articles, but are often linked to446

verbs (such as the verb ’is violated’). This shortened sentence447

acts as the possible article for Violated Ar. or Legal Basis.448

(3) Context-aware matching. After identifying the article, the449

context of the article is taken into account. This is done by450

taking the sentence of which the article is part and 3 tokens451

from its neighbour sentences. This context is checked for452

words that indicate it is a violated article (Violated Ar.) or an453

article for the authority to make decisions (Legal Basis). For454

efficiency, verb-tokens are stemmed using SpaCy’s tokenizer.455

For Violated Ar., these words include ’violate’, and for Legal456

Basis, these include ’basis’, and ’qualified’. If the context457

matches any of these, its sentence and its neighbor sentence458

are saved to be analyzed by the machine-learning method.459

3.2.3 Legal Effect. Due to the choice to select administrative460

fines and penalties (as mentioned in section 3.1), the Legal Effect461

follows a similar pattern, as it always consists of amonetary amount,462

zero/nothing, or a warning. An example of a Legal Effect from an463

administrative fine is ’€ 20.000,-’, and for administrative penalty464

decisions ’€ 1.000,- for each day until a maximum of € 10.000,-’. To465

identify the Legal Effect and extract its sentences for the machine466

learning method, the following steps have been taken:467

(1) Money-patternmatching. By applying a combination of RegEx468

and NER, money patterns are being recognized and extracted.469

Since the pre-trained NLP model was deemed ineffective for470

correctly recognizing money instances through NER, RegEx471

has been added to the matcher to increase performance. For472

each match, the match and the sentence are extracted.473

Figure 4: POS-tagging approach to identify context from
money matches.

(2) POS-tagging. Similarly to section 3.2.2, POS-tagging is ap-474

plied to the sentence, which shows the dependencies of the475

matched words. Through these dependencies, parent tokens476

from matched tokens are analysed, and the associated noun477

from the matched token is extracted, including extra infor-478

mation such as adjectives. See figure 4.479

(3) Keyword matching. Based on the found associated nouns, the480

presence or absence of keywords is being analyzed. If the481

associated words include words like ’fine’ or ’penalty’, it is482

a candidate for Legal Effect. Additionally, if the associated483

words include words such as ’maximum’ or ’basis’, the found484

match likely indicates hypothetical or maximum penalties,485

and is thus removed. The sentences and their two neighbor486

sentences from the selection are saved for analysis by the487

machine-learning model.488

In some decisions, the Legal Effect is a conclusion of not giving489

the recipient a penalty, or giving them a warning. To include these490

types of Legal Effects for analysis by the machine learning model,491

keyword matching has been applied, selecting the sentences (and492

their neighbors) that contain words such as ’warning’ or ’no fine’.493

3.3 Machine-learning method: analyzing494

sentences495

This section deals with information types where rule-based meth-496

ods can identify patterns, but require many resources to correctly497

extract (SQ2) and information types that lack identifiable patterns498

or structures (SQ3). Section 3.2 resulted in a selection of sentences499

that contain different types of information. These can be analyzed500

by the machine learning model in a zero-shot manner for more ac-501

curate extraction. When creating the annotation protocol (appendix502

D), certain information types were identified that lacked structure,503

such as Recipient and Type of Misconduct. However, these infor-504

mation types are often near other information types that do have505

identifiable patterns, such as Legal Effect and Violated Article. The506

information without clear patterns is thus included in the collected507

sentences and can be extracted efficiently by the machine learning508

method. Figure 3 gives a visual overview of the methodology, and509

what types of information are identified or extracted at what time.510

This project uses ChatGPT as the machine-learning model, more511

specifically the model gpt-3.5-turbo-01256. This language model512

6https://platform.openai.com/docs/models/gpt-3-5-turbo
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is based on the GPT-3.5 architecture, which utilizes transformer513

networks to analyze and generate text through extensive training514

on diverse datasets, including Dutch data. Its capabilities in natural515

language understanding make the model suitable for the informa-516

tion extraction task. This subsection explains the steps that are517

taken to obtain the extracted information from the GPT model from518

the candidate sentences, of which the prompts are also shown in519

table 3.520

Firstly, all the sentences from the rule-based methods are col-521

lected together and ordered, which results in a list of candidate522

sentences from a particular administrative decision. If two sentences523

are next to each other in the document, they are added together so524

that they are coupled with each other. This allows for proximity525

sentences to be seen as part of each other, whereas a split indicates526

that text has been skipped. This improved the performance of the527

model. Afterward, the text generation method chat completions528

from the OpenAI API is used to interact with the model. A temper-529

ature of 0 is chosen, reducing randomness from the generation of530

the model. A pre-defined zero-shot prompt is given to this model531

which aims to extract the desired information for the two categories532

of decisions. For enforcement decisions, the prompt is as follows533

(translated into English):534

The given list of sentences originated from a single enforcement
decision where the recipient(s) may have violated an article. Ex-
tract from the list of sentences for each recipient one-time the
correct values for these keys in the following structure: ’fine’:
[{’Legal Effect’: < table 3: Legal Effect Fine >, ’Recipient’:
< table 3: Recipient >, ’Violated Ar.’: < table 3: Violated Ar. >}],
’Type of Misconduct’: < table 3: Type of Misconduct >, ’DMA’:
< table 3: DMA >, ’Legal Basis’: < table 3: Legal Basis >. Give
your answer in JSON format. Sentences: [list_of_sentences]

The prompt differs slightly for the administrative penalty deci-535

sions. For example, the word ’penalty’ is used instead of fine. This536

prompt is as follows:537

The given list of sentences originated from a single ad-
ministrative penalty decision where the recipient(s) may
have violated an article. Extract from the list of sen-
tences for each recipient one-time the correct values for
these keys in the following structure: ’penalty’: [{’Le-
gal Effect’: < table 3: Legal Effect Penalty >, ’Recipient’:
< table 3: Recipient >, ’Violated Ar.’: < table 3: Violated Ar. >}],
’Type of Misconduct’: < table 3: Type of Misconduct >, ’DMA’:
< table 3: DMA >, ’Legal Basis’: < table 3: Legal Basis >. Give
your answer in JSON format. Sentences: [list_of_sentences]

As seen in both prompts, a value called ’fine’ or ’penalty’ exists,538

which shows a list of the values for Legal Effect, Recipient, and539

Violated Ar. This is to allow the model to extract multiple fines540

or penalties if multiple recipients are given one. Prior qualitative541

analysis highlighted this. The result of this prompt is a JSON file542

containing the extracted information for each type of information.543

This file is converted to a CSV file for evaluation. Additionally,544

Part of prompt

Legal Effect Fine <amount (number) of the obtained
fine. If it is decided to not give a fine,
explain whether this is a ’warning’
or ’0’. No maximal, hypothetical,
basis or fines from the past.>

Legal Effect

Penalty

«amount (number) of the obtained
penalty> per <unit> untill
<maximum (number)>. If it is
decided to not give an amount as a
penalty, explain whether this is a
’warning’ or ’0’. No maximal,
hypothetical, basis or penalties from
the past.>

Recipient <Legal entity that obtains the
fine/warning, as complete as
possible>

Violated Ar. <[Which articles are being discussed
if they are violated. Give each article
in the following structure: article +
number + possibly exordium + law]>

Type of Misconduct <What has happened that the
law/article is violated>

DMA <Decision making authority; the
governing body that is authorised to
impose the fine>

Legal Basis <on the basis on which article the
DMA is authorized to take the
decision. Give the article in the
following structure: article +
number + possibly exordium + law>

Table 3: Part of the prompt for each information type that
has been used for the information extraction task.

Date is added to this CSV file, which was previously obtained as545

explained in section 3.2.1.546

3.4 Evaluation547

After obtaining the extracted information from the GPT, the results548

are evaluated on precision, recall, and F1-score. This is a com-549

mon method used in the field of information extraction [16]. The550

metrics provide a comprehensive understanding of the model’s551

performance, where each metric focuses on different aspects of its552

accuracy and effectiveness. To evaluate the model a golden standard553

method is applied, for which a subset is hand-annotated based on554

an annotation protocol developed under the supervision of a legal555

domain expert (appendix D). The set consists of 10 documents for556

each combination of type and government body (=40 total).557

To further ensure the reliability and validity of the evaluation, a558

percentage agreement score is calculated to measure the inter-rater559

reliability between two annotators, which is displayed in table 4.560

Percentage agreement was chosen as it gives a clear interpretation561

of the robustness of the annotation protocol and how reproducible562
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Date Legal Effect Violated Ar. Legal Basis Recipient DMA Type of Misconduct
Percentage Agreement 100% 91.7% 100% 76.9% 83.3% 100% 90.9%

Table 4: Percentage agreement for each information type to assess inter-rater reliability for the golden annotated set based on
appendix D.

the hand-annotated set is. Advanced techniques (such as Cohen’s563

Kappa) that take to account chance agreement may not be neces-564

sary, as the extractions are based on a deeper understanding of the565

content and agreeing by chance is thus minimal. The percentage566

agreement was calculated by dividing the amount of agreements567

with the sum of agreements and disagreements. For Type of Miscon-568

duct, agreements were identified by hand on contextual agreements,569

allowing for paraphrased sentences to be seen as agreements.570

A second masters student has independently annotated a subset571

of the golden set (10 documents) based on the annotation protocol572

to calculate the percentage agreement. Table 4 shows high agree-573

ment scores for all information types. The disagreements observed574

were due to differing interpretations by the annotators. One an-575

notator identified a single legal basis, while the other identified576

two. Additionally, one annotator viewed some recipients as a single577

entity, whereas the other saw multiple recipients. These differences578

indicate improvements for the annotation model for future research579

for specific types of information. However, the overall strong agree-580

ments provide a greater confidence in the evaluation scores from581

the model. The machine-generated extraction is evaluated based582

on the golden set in the following way:583

3.4.1 Precision. The precision shows the ratio of correctly ex-584

tracted information from all the predicted extracted information.585

In other words, it is ’the proportion of retrieved documents which586

were relevant’ [16]. For Legal Effect, Violated Ar. and Legal Basis,587

macro averaged precision is calculated by dividing the amount of588

correctly extracted information by the amount of extracted infor-589

mation.590

For Recipient, Type of Misconduct, and DMA, Bilingual Evalua-591

tion Understudy (BLEU) scores have been calculated. It is widely592

used in natural language processing (NLP) for assessing the preci-593

sion of machine translation systems [27]. Due to BLEU’s ability to594

measure the quality of text generated by a model, its relevance ex-595

tends to other NLP tasks, including information extraction, despite596

being designed for evaluating machine translation. BLEU evaluates597

the quality of the text by comparing the n-grams (sequences of598

n words) from the predicted extracted text with the ground truth599

extraction. It counts how many n-grams from the candidate text600

appear in the reference texts. A n-gram of 1 is used, as this allows601

for a verification that all important terms are included. This ap-602

proach is applied since the text from these types of information is603

unstructured and allows for multiple correct notations.604

3.4.2 Recall. The recall shows the ratio of correctly extracted infor-605

mation from all the golden standard extracted information, or the606

’proportion of the extant relevant documents that were retrieved607

by the system’ [16]. For Legal Effect, Violated Ar. and Legal Ba-608

sis, macro averaged recall is calculated by dividing the amount of609

correctly extracted information by the amount of to be extracted610

information from the golden standard.611

Similarly to section 3.4.1, due to the allowed different language612

use from the model, Recall-Oriented Understudy for Gisting Evalu-613

ation (ROUGE-1) is being used to calculate the recall for Recipient,614

Type of Misconduct, and DMA. Unlike BLEU, ROUGE is designed615

to assess how well generated text captures the important content616

of a reference [27]. This approach is applied to calculate the recall617

to indicate if an extracted sentence is similar to the ground truth.618

4 RESULTS619

To answer the research questions, the approach from section 3 was620

applied to the documents from the two government bodies and the621

two types of enforcement decisions, which led to 175 documents622

for administrative fines (KSA: 65, AFM: 110) and 124 documents623

for administrative penalties (KSA: 55, AFM, 69). The documents624

are evaluated using the method described in section 3.4, based on625

a pre-annotated set of 40 documents (10 for each combination of626

government body and category). An example of machine-extracted627

information is shown in appendix A. The precision, recall, and628

F1-score are shown in table 5. This section discusses the results in629

light of the sub-questions as defined in section 1.630

4.1 SQ1: Homogeneous patterns and context631

4.1.1 Date. As explained in section 3, Date is the only information632

type that is extracted using rule-based methods only. As shown in633

table 5, Date shows high precision and recall scores. This indicates634

that the found patterns for Date accurately capture the date of the635

decision and are uniform over the decisions and government bodies.636

In conclusion, if patterns are identifiable, and uniform and do not637

require many context-aware techniques, rule-based methods are638

efficient for the extraction of these types of information.639

4.2 SQ2: Homogeneous patterns, heterogeneous640

context641

4.2.1 Legal Effect. As shown in table 5, Legal Effect is effectively642

extracted for administrative fines, showing a recall of 1 and a pre-643

cision of 0.95 and 1 for the two government bodies. This score is644

significantly higher compared to administrative penalties, show-645

ing evaluation scores between 0.6 and 0.8 for Legal Effect. This646

indicates that rule-based methods are effective in identifying ad-647

ministrative fines and their Legal Effect while being less effective648

for administrative penalties.649

4.2.2 Violated Article. For administrative fines, the results show a650

precision of 1 and a recall of on average 0.95, indicating effective651

information extraction (table 5). For administrative penalties, this652

score drops significantly, resulting in a score around 0.7 with a653

slightly higher recall. This may be explained because, for adminis-654

trative penalties, the violation of an article may not be as clear as for655
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Government Body
KSA AFM

Category SQ Type Precision Recall F1-score Precision Recall F1-score
Administrative Fine 1 Date 1.000 1.000 1.000 1.000 1.000 1.000

2 Legal Effect 0.950 1.000 0.974 1.000 1.000 1.000
Violated Article 1.000 1.000 1.000 1.000 0.900 0.947
Legal Basis 1.000 1.000 1.000 0.222 0.222 0.222

3 Recipient 0.800 0.833 0.816 1.000 1.000 1.000
DMA 0.874 0.920 0.896 1.000 1.000 1.000

Type of Misconduct 0.811 0.818 0.814 1.000 1.000 1.000

Administrative Penalty 1 Date 1.000 1.000 1.000 0.900 0.900 0.900
2 Legal Effect 0.750 0.789 0.769 0.625 0.676 0.650

Violated Article 0.700 0.737 0.718 0.658 0.738 0.696
Legal Basis 1.000 1.000 1.000 0.300 0.300 0.300

3 Recipient 0.818 0.825 0.821 0.797 0.800 0.798
DMA 0.801 0.840 0.820 0.900 0.900 0.900

Type of Misconduct 0.954 0.958 0.956 0.659 0.724 0.690
Table 5: Precision, Recall, and F1-scores for the two government bodies Kansspelautoriteit (KSA) and Autoriteit Financiële
Markten (AFM) for the seven information types as defined in section 3.

administrative penalties, as the recipient has time to change its be-656

havior. The language used to indicate the violated article may thus657

differ and may have not been captured by the rule-based method658

as described in section 3.2.2.659

4.2.3 Legal Basis. The results show a precision and recall score of660

1 for KSA (table 5). However, the scores for AFM are significantly661

lower, showing scores of only 0.2 and 0.3. This significant decrease662

could be explained by great language or structural differences in663

the documents between the two government bodies. The rule-based664

methods correctly identify candidate Legal Basis for KSA decisions,665

but this is ineffective for decisions from AFM.666

Based on these results, a conclusion can be made that when667

patterns are identifiable but require many resources to optimize,668

machine-learning methods can help by applying context-aware669

techniques for the information extraction technique while not re-670

quiring many resources. However, rule-based limitations still apply,671

as patterns need to be sufficiently flexible to identify the informa-672

tion in different contexts, languages, and text structures.673

4.3 SQ3: Heterogeneous patterns and context674

4.3.1 Recipient. The evaluation scores are consistent across the675

different government bodies and categories, showing a ROUGE676

recall score of 0.8 or higher as seen in table 5. This indicates that677

the sentences generated from the rule-based methods on informa-678

tion types for SQ2 often include the correct recipient. Qualitative679

analysis shows that in certain cases a single recipient is seen as680

multiple. An explanation for this could be that the recipient is often681

referred to differently, by for example using abbreviations. This682

can explain the lower precision scores for Recipient, as the given683

Recipient may in some cases been extracted incomplete, or seen as684

multiple whereas it was one.685

4.3.2 Decision Making Authority and Type of Misconduct. The eval-686

uation scores of these scores are found using BLEU and ROUGE687

(see section 3.4). The precision and recall scores as seen in table 5688

indicate that the extraction is efficient, showing scores of around689

0.85. The recall score is often higher than the precision score, indi-690

cating that the model often extracts more incorrect information, but691

generally extracts what needs to be extracted. The given sentences692

do not always contain enough context for the model to correctly693

extract the information.694

Based on these results, a conclusion can be made that rule-695

based methods can help machine learning methods by reducing696

the amount of text given to the model, while still being able to effi-697

ciently extract information from the shortened text. The machine698

learning method allows for information extraction from informa-699

tion types with heterogeneous patterns or structures. Rule-based700

limitations apply, as the extracted sentences should contain suf-701

ficient information for the machine learning method to correctly702

shape the context, which is seen for the Recipient.703

5 DISCUSSION704

5.1 Generalizability705

This information extraction task was performed on two types of en-706

forcement decisions, administrative fines and penalties. These two707

were chosen as they contain similar types of information (section708

3.1). Other types of enforcement decisions, such as administrative709

coercions where recipients are required to change their behavior710

without the obligation to pay an amount of money, consist of dif-711

ferent types of information, for example, Legal Effect does not712
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contain money patterns, and thus requires greatly different pattern713

recognition techniques for Legal Effect.714

The structure of enforcement decisions is however similar, as715

they identify a certain misconduct from a (legal) person, which716

makes this project generalizable over other types of enforcement717

decisions, although requiring different patterns for Legal Effect-718

extraction for certain types. Other types of administrative decisions,719

such as permits or financial grants, are greatly different in structure,720

as they do not take into account misconducts. Not only does an721

application on these decisions require a change in Legal Effect-722

detection, Violated Article needs to be adjusted as well, as the723

recipient of the decision has not violated a legal provision. Other724

types of information or legal provisions should be identified, such725

as the legal basis for the recipient to obtain the permit, to apply726

this approach to other types of administrative decisions. Future727

research is needed to identify whether these newly identified in-728

formation types and their context include the types of information729

that are extracted solely by the machine learning model, such as730

recipient and type of activity, to understand the generalizability of731

this approach on a specific type of administrative decision.732

Besides the information types extracted in this project, other733

types of information could also be found using a similar approach734

based on the specific characteristics of certain types of administra-735

tive decisions (as opposed to the general characteristics identified736

in the OGA) [8]. Similar approaches could be applied to different737

information types, but they may require different patterns and738

the used rule-based methods may need to be adjusted slightly. A739

thorough analysis of the information and its context is needed to740

identify if the information type requires the hybrid system as seen741

for e.g. Violated Article, or if rule-based methods are sufficient in742

extracting the information for example seen for Date.743

5.2 Rule-based methods744

The rule-based methods used in this project may not be the most745

efficient way to capture patterns in the data. Other scholars in this746

field have for example developed methods to effectively capture747

laws and/or articles (LinkeXtractor, [24]). Additionally, approaches748

for automatic pattern recognition for information extraction have749

been developed in for example Technology Assisted Review (TAR)750

for document classification [10]. However, these methods were not751

chosen, as they require either many resources to work effectively752

[23] or could not be run due to API and accessibility issues. Using753

these methods may however increase the performance of the infor-754

mation extraction techniques, as it applies rule-based techniques755

that have been proven to be very effective and thus may extract756

the correct sentences more accurately. They may also increase gen-757

eralizability, as these methods are more flexible and trained over758

different types of legal data or administrative decisions. However, to759

answer the research question, these methods are not required to ob-760

tain a sufficient understanding of the hybrid model. Future research761

can identify the influence of more advanced rule-based methods on762

information extraction in the hybrid system. Additionally, future763

research can apply technologies like TAR for the categorization764

process of administrative decisions as described in section 3.1, as765

these are expected to effectively categorize the entire dataset of766

administrative decisions, requiring no manual pattern recognition767

[10]. This may be especially useful when more administrative de-768

cisions are published under the Woo [8] in the Netherlands[26],769

or when similar movements in public disclosure of administrative770

decisions are happening in different countries.771

5.3 Ethical issues regarding information772

extraction on legal data773

When applying techniques as described above that automate pat-774

tern recognition or when automating the information extraction775

process by including machine learning methods, scholars like Hilde-776

brandt (2012) [12] describe how this automatic extraction or cate-777

gorization of legal data could influence decision-making by govern-778

ing bodies or judges, as they could be influenced by the extracted779

data. Machine-learning methods or automatic pattern recognition780

like TAR [23] could identify patterns in the data that can not be781

identified by humans. This pattern recognition could influence the782

decision-making process of the judge, as the machine would show783

the importance of the focus on a pattern found by the machine784

itself. This could make the decision more machine-driven, but the785

desirability of which is unknown. [12].786

Moreover, collected sentences from rule-based methods are sent787

to ChatGPT, themachine-learningmethod. Due to the deep learning788

nature of the GPT, ChatGPT likely trains its model on user input.789

This may cause privacy issues, as the model extracts for example790

names of recipients and what type of misconduct they have done.791

This sensitive information could be trained on and could be linked792

to other data, making it easier to identify the recipient and link this793

to the misconduct and decisions. By using local types of LLMs as the794

machine learning method, such as Meta’s LLama7, which has been795

applied for similar tasks[6], these problems can be countered and796

may be more suitable for documents that are not publicly disclosed.797

6 CONCLUSION798

This project applied a combination of rule-based methods with799

machine learning methods for information extraction on Dutch800

administrative decisions. To achieve this efficiently, the nature of the801

different types of information in these decisions have been analyzed.802

Rule-basedmethods serve to identify or extract types of information803

where patterns or structures are homogeneous. Machine learning804

methods can be used for the extraction of information types that805

require more context-aware techniques to accurately extract, or806

information types that contain heterogeneous patterns. Rule-based807

methods serve as a tool to reduce the amount of text that needs808

to be processed by the machine learning method. However, rule-809

based limitations still apply, as the machine learning method is810

dependent on the recall performance of the rule-based methods811

when extracting information.812

In conclusion, a combination of methods can make the informa-813

tion extraction task more efficient, as it enhances the strengths of814

each method, reducing the amount of text needed for information815

extraction, while reducing their weaknesses, allowing for context-816

aware extraction without the use of many resources and allowing817

efficient information extraction from large bodies of text.818

7https://llama.meta.com/
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7 APPENDICES897

Appendix A MACHINE GENERATED RESULTS898

Legal Effect Recipient Legal Basis Type of Misconduct DMA Legal Basis Date
7500 ’thee- en

koffiehuis
Kayseri’

[’artikel 30t,
eerste lid,
aanhef en
onder c, van
de Wok’]

Het aanwezig hebben van een speelau-
tomaat van een niet toegelaten model en
niet voorzien van een bijbehorend merk-
teken op een voor het publiek toegankeli-
jke plaats

raad van
bestuur
van de
Kansspelau-
toriteit

[’artikel 35a
van de Wok’]

09/04/2015

500000 ’N1 Interac-
tive Limited
te Malta’

[’artikel 1,
eerste lid,
onder a, van
de Wet op de
kansspelen’]

Via de website www.betchan.com zijn in
elk geval in de periode 9 januari 2020 tot en
met 9 september 2020 kansspelen online
zonder vergunning aangeboden op – in elk
geval mede – de Nederlandse markt.

raad van
bestuur

[’artikel 35a
van de Wok’]

30/03/2021

180000 ’Come On
Europe Lim-
ited (thans
Co-Gaming
Limited)’

[’artikel 1,
eerste lid,
aanhef en
onder a, van
de Wok’]

Het aanbieden van kansspelen zonder ver-
gunning

Raad van
bestuur
van de
Kansspelau-
toriteit

[’artikel 35a
van de Wok’]

22/12/2014

7500 ’Stichting en
de heer [be-
trokkene]’

[’artikel 30t,
eerste lid,
onder c, van
de Wok’]

Het aanwezig hebben van een speelau-
tomaat, te weten een gokzuil, van een niet
toegelaten model en niet voorzien van een
bijbehorend merkteken, op een voor het
publiek toegankelijke plaats

Raad van
Bestuur
van de
Kansspelau-
toriteit

[’artikel 35a
van de Wok’]

10/12/2014

Table 6: Example of machine extracted information for an administrative fine from governing body kansspelautoriteit (KSA)
on 4 different documents.

Legal Effect Recipient Legal Basis Type of Misconduct DMA Legal Basis Date
2000 per dag
tot 20000

’Zeker van
Zanten’

[’artikel 5:20
Awb’]

Niet voldoen aan informatieverzoeken van
de AFM

AFM [’artikel 5:20
Awb’]

10/06/2021

2000000
per keer tot
2000000

’Friendly
Finance B.V.’

[’artikel 2:60,
eerste lid, van
de Wet op
het financieel
toezicht
(Wft)’]

Aanbieden van krediet zonder de vereiste
vergunning

Autoriteit
Financiële
Markten
(AFM)

[’artikel 2:60,
eerste lid, van
de Wet op
het financieel
toezicht
(Wft)’]

12/07/2013

2000 per dag
tot 20000

’Staten Assur-
antiën B.V.’

[’artikel 2
Wet op het
financieel
toezicht’]

Niet voldoen aan opgelegde last Autoriteit
Financiële
Markten
(AFM)

[’artikel 1:79
Wet op het
financieel
toezicht’]

14/03/2014

5000 per dag
tot 50000

’N.V. Esperite
N.V.”

[’artikel 5:33,
eerste lid, on-
der a, sub I
van de IVft’]

Niet verstrekken van een schriftelijk
overzicht van transacties in financiële in-
strumenten

Autoriteit
Financiële
Markten
(AFM)

[’artikel 1:1
Vft’]

08/02/2019

Table 7: Example of machine extracted information for an administrative penalties from governing body Autoriteit Financiële
Markten (AFM) on 4 different documents.
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Appendix B DOCUMENT CLASSIFICATION899

Figure 5: Document classification for administrative decisions for both governing bodies. Blue indicates administrative fine,
and red administrative penalty decisions. A light color indicates an internal appeal decision.

Appendix C DOCUMENT ANALYSIS900

Pages per document Words per page Words per document Sentences per Page
min 10 26 3396 2
mean 32.6 369.2 12059.0 27.8
median 24 385 8457 25
max 216 586 83112 132

(a) KSA fine (n=65)
Pages per document Words per page Words per document Sentences per Page

min 5 36 1051 1
mean 25.8 355.2 9177.8 24.5
median 11 372 3284 22
max 216 544 83112 111

(b) KSA penalty (n=55)
Pages per document Words per page Words per document Sentences per Page

min 8 1 3494 1
mean 48.7 478.6 23218.5 30.2
median 34 500 16286 28
max 208 1015 109688 154

(c) AFM fine (n=110)
Pages per document Words per page Words per document Sentences per Page

min 8 1 2877 1
mean 40.7 473.0 19206.1 30.8
median 18 489 7351 28
max 208 753 109688 191

(d) AFM penalty (n=69)

Figure 6: Analysation-scores for documents.
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Appendix D ANNOTATION PROTOCOL901

Note: The annotation guidelines are written in Dutch, since the administrative decisions are in Dutch. 

Annotatie Protocol voor Informatie Extractie uit Beschikkingen 

1. Doel 

Dit annotatie protocol richt zich op het systematisch extraheren van belangrijke juridische 

informatie uit bepaalde soorten beschikkingen, namelijk uit boetebesluiten en 

dwangsombesluiten. Dit protocol wordt gebruikt om machine geextraheerde informatie te 

analyseren en evalueren. 

2. Documenten 

De documenten waar informatie uit gehaald moet worden zijn twee soorten sanctiebesluiten 

van twee verschillende bestuursorganen. De documenten zijn publiekelijk beschikbaar op 

woogle.wooverheid.nl. De bestuursorganen die voor dit project gebruikt worden zijn: 

- Autoriteit Financiële Markten (AFM). Dit bestuursorgaan handhaaft en houdt 

toezicht op de integriteit en transparantie van de financiële markten in Nederland. 

- Kansspelautoriteit (KSA). Dit bestuursorgaan ziet toe op de naleving van wet- 

en regelgeving binnen de kansspelsector in Nederland.  

De volgende soort sanctiebesluiten kun je verwachten: 

- Boetebesluit. Dit is een besluit waarbij een bestuursorgaan als bestuurlijke sanctie 

een onvoorwaardelijke verplichting tot betaling van een geldsom oplegt aan een 

persoon of entiteit vanwege een overtreding van wettelijke voorschriften. Er kan ook 

besloten worden om een waarschuwing of een boete van 0 euro op te leggen. 

- Last onder dwangsom. Dit is een besluit waarbij een bestuursorgaan als bestuurlijke 

sanctie een maatregel oplegt waarbij de overtreder de last krijgt om een overtreding 

binnen een gestelde termijn te beëindigen, bij gebreke waarvan hij een geldsom is 

verschuldigd. 

3. Richtlijnen voor annotatie 

De volgende richtlijnen voor annotatie moeten worden gevolgd: 

- De informatie die wordt geëxtraheerd is direct gekopieerd vanuit het document en in 

één stuk aan elkaar te vinden. 

o Stukken combineren uit verschillende stukken tekst kan dus niet. 

o Spelfouten of dergelijke zitten dus ook in de extractie, als deze in het 

document voorkomen 

o Bij een page break of dergelijke, moet de header, footer, paginanummer en 

dergelijke niet worden meegenomen. 
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o Voorbeeld van een juiste annotatie van Type Overtreding (en Overtreden 

Artikel): 

  
 

o Voorbeeld van een onjuiste annotatie van Type Overtreding (en Overtreden 

Artikel): 

    
 

- De geëxtraheerde informatie is opgehaald vanuit de juiste context. 

o Als de informatie op een ander stuk in het document vollediger is, maar niet in 

de context van de te annoteren informatie staat, kan deze niet worden gebruikt. 

▪ Voorbeeld: Als de wet van het overtreden artikel vollediger wordt 

weergegeven in een context waarbij niet duidelijk is dat het artikel 

wordt overtreden, kan deze niet worden gebruikt. 

▪ Voorbeeld: Het type overtreding wordt vollediger gemeld op een stuk 

waarbij niet duidelijk wordt vermeld dat deze handeling een 

overtreding is van de wet. De minder volledige versie in de juiste 

context wordt geëxtraheerd. 

o Voorbeeld van een juiste annotatie van overtreden artikel, vanwege de 

aanwezigheid van de (juiste) context (in dit geval: in stijd met, overtreding). 

Hoewel het artikel van de wet ‘Wok’ eerder in het document vollediger 

vermeld is (Wet op de Kansspelen), wordt deze niet geëxtraheerd omdat de 

volledigheid niet in de juiste context is. 

 
- Elk uniek stuk informatie wordt eenmalig geextraheerd als stukken informatie 

meerdere malen in het document worden herhaald. 

o Voorbeeld: Ondanks dat de unieke ontvanger ‘Clipboard Publications B.V.’ 

meerdere malen in het document wordt vermeld, wordt de ontvanger slechts 

eenmalig geextraheerd. 

o  
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- Als er meerdere verschillende ontvangers, juridische effecten of artikelen worden 

benoemd, wordt elke unieke waarde geextraheerd. 

o Wel: verschillende waardes, andere ontvangers etc. 

o Niet: synoniemen, afkortingen etc. 

- Het aantal boetes of dwangsommen dat wordt geextraheerd in een beschikking is 

altijd gelijk aan het aantal ontvangers. 

o Voorbeeld: [boete 1, boete 2] , [ontvanger 1, ontvanger 2].  

 

4. Te Annoteren Informatie 

De volgende informatie moet worden gelabeld en geëxtraheerd uit de beschikkingen, op basis 

van de richtlijnen gegeven in 3: 

1. Type sanctiebesluit 

o Beschrijving: Het type sanctiebesluit dat in het document aan de orde is. Dit 

is of ‘Boetebesluit’, of ‘Dwangsom’. 

o Annotatie: Categoriseer het document als een ‘Boetebesluit’ of ‘Dwangsom’. 

Zie sectie 2 voor extra informatie. 

 

2. Datum (Date) 

o Beschrijving: De datum waarop de beschikking is gegeven 

o Annotatie: Extraheer de datum waarop het besluit is genomen. Annoteer de 

datum in het formaat DD/MM/JJJJ.  

1. Voorbeeld: 25/01/2021 

2. Als de datum van het besluit ontbreekt, geef dit weer als 

‘UNKNOWN’.  

 

3. Ontvanger (Recipient) 

o Beschrijving: De persoon of entiteit die het sanctiebesluit ontvangt. Er 

kunnen meerdere ontvangers zijn. 

o Annotatie: Annoteer de naam van de ontvanger(s), zo volledig mogelijk.  

1. Als de ontvanger een persoon is, extract waar mogelijk ook de affiliatie 

of organisatie van deze persoon 

1. Voorbeeld: ‘Jan Smit, eigenaar van FC Volendam’. 

2. Als de ontvanger een B.V. of bedrijf is, geef deze zo volledig mogelijk 

weer. 

1. Voorbeeld: ‘Accountants Baat B.V.’ 

3. Soms is de ontvanger geanonimiseerd. Extract dan de geanonimiseerde 

versie van de ontvanger 

1. Voorbeeld: ‘De heer [...]’ 

4. Als er synoniemen voor dezelfde ontvanger wordt gebruikt, extraheer 

dan enkel de meest volledige versie die in de juiste context te vinden 

is. 

5. Als er meerdere ontvangers zijn, gebruik dan een apart veld voor elke 

ontvanger in de volgende vorm: [‘ontvanger 1’, ‘ontvanger 2’]. 
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4. Juridisch Effect (Legal Effect) 

o Beschrijving: Het juridische effect (rechtsgevolg) van de beschikking, de 

juridische consequentie van het sanctiebesluit voor de ontvanger. Er kunnen 

meerdere juridische effecten zijn voor verschillende ontvangers. 

o Annotatie: Extract het juridisch effect van de beschikking. Het juridisch 

effect verschilt voor een boetebesluit en een sanctiebesluit: 

1. Boetebesluit. Extraheer het getal dat wordt opgelegd als boete. (NB: op 

basis van onderdeel 1 is al duidelijk dat sprake is van een boete). Als er 

een waarschuwing wordt gegeven, of als er wordt besloten om geen 

boete op te leggen, geef dit dan weer als ‘Waarschuwing’, of ‘0’. 

1. Voorbeeld: 10000 

2. Dwangsom. Extraheer het getal dat wordt gegeven als de hoogte van de 

dwangsom, per eenheid die wordt gegeven tot een maximum. Geef dit 

weer in de volgende vorm: ‘Hoogte per Eenheid tot Maximum’. Deze 

stukken hoeven niet aan elkaar in het document voor te komen. 

1. Voorbeeld: 2500 per overtreding tot 25000 

Hieronder staan de punten verder uitgewerkt: 

2. Hoogte: Een getal van een bedrag dat moet worden bepaald per 

eenheid 

1. Voorbeeld: 2500 

3. Eenheid: Een eenheid (zoals tijd, overtreding) waarbij de 

ontvanger de hoogte moet bepalen per strekking van de 

gegeven eenheid 

1. Voorbeeld: ‘per dag’, ‘per overtreding’ 

4. Maximum: Het maximum aantal dat betaald moet worden als de 

overtreding niet wordt gestaakt.  

1. Voorbeeld: 25000 

Als een onderdeel mist, vul deze dan niet in. 

5. Voorbeeld: [‘2500 per overtreding’, ‘2500 tot 25000’] 

 

3. Als er meerdere juridische effecten zijn, geef dit dan weer in de 

volgende vorm: [‘juridisch effect 1’, ‘juridisch effect 2’] 

 

5. Overtreden Artikel (Violated Article) 

o Beschrijving: Het artikel van de wet dat is overtreden. Er kunnen meerdere 

overtreden artikelen zijn. 

o Annotatie: Annoteer het artikel op de volgende manier: ‘artikel Toevoeging  

van Wet’.  

1. Voorbeeld van overtreden artikel: Artikel 33a van de Wet op de 

Kansspelen 

Hieronder worden de schuingedrukte termen verder uitgelicht: 
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2. Toevoeging. Het nummer van het artikel waarnaar gerefereerd wordt. 

Dit is vaak een getal, soms gevolgd door een nummer of met een 

speciaal karakter (zoals :). Neem aanheffen etc. mee in de annotatie. 

1. Voorbeeld: 2:60, eerste lid, aanhef en onder c 

3. Wet. Dit is de wet waar het artikel zich in bevind. Vaak wordt dit 

weergegeven na het woord ‘van’.  

1. Voorbeeld: Wet op het financieel toezicht 

 

4. Als er meerdere overtreden artikelen zijn, geef dit weer als: 

[‘overtreden artikel 1’, ‘overtreden artikel 2’] 

1. Als er gebruikt wordt gemaakt van ‘Juncto’ (in combinatie 

met), extract deze dan als één artikel 

1.  

 

6. Besluitvormende Autoriteit (Decision Making Authority - DMA) 

o Beschrijving: De autoriteit die de boete of dwangsom oplegt. 

o Annotatie: Annoteer de naam van de besluitvormende autoriteit of 

bestuursorgaan. Doe dit zo volledig mogelijk. 

1. Voorbeeld van besluitvormende autoriteit: raad van bestuur van de 

Kansspelautoriteit 

 

7. Juridische Basis (Legal Basis) 

o Beschrijving: Het wetsartikel dat de besluitvormende autoriteit (DMA) de 

bevoegdheid geeft om het sanctiebesluit te nemen. 

o Annotatie: Annoteer het artikel op eenzelfde manier als Overtreden Artikel 

(Violated Article) 

1. Voorbeeld van juridische basis: artikel 35a van de Wet op de 

Kansspelen 

 

8. Type Overtreding (Type of Misconduct) 

o Beschrijving: Beschrijving van de handeling(en) die geleid hebben tot de 

overtreding van het artikel. 

o Annotatie: Extraheer het stuk dat de feitelijke gedraging in detail beschrijft, 

wat er toe heeft geleid dat een wetsartikel is overtreden. Extraheer hiervoor de 

zin(nen) of gedeelte van de zin zo volledig mogelijk 

1. Voorbeeld van type overtredingen:  

1. Het aanbieden van gelegenheid tot gokken op sportwedstrijden 

op een niet toegelaten speelautomaat op een publiek 

toegankelijke plaats 

2. Het online aanbieden van kansspelen zonder vergunning 

3. Niet voldoen aan informatieverzoeken van de AFM 
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