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ABSTRACT

The Panoptic Quality metric, developed by Kirillov et al. in 2019, makes object-level precision, recall and F1 measures available for evaluating image segmentation, and more generally any partitioning task, against a gold standard. Panoptic Quality is based on partial isomorphisms between hypothesized and true segmentations. Kirillov et al. desire that functions defining these one-to-one matchings should be simple, interpretable and effectively computable. They show that for t and h, true and hypothesized segments, the condition stating that there are more correct than wrongly predicted pixels, formalized as $\text{IoU}(t, h) > .5$ or equivalently as $|t \cap h| > .5|t \cup h|$ has these properties. We show that a weaker function, requiring that more than half of the pixels in the hypothesized segment are in the true segment and vice-versa, formalized as $|t \cap h| > .5|t|$ and $|t \cap h| > .5|h|$, is not only sufficient but also necessary. With a small proviso, every function defining a partial isomorphism satisfies this condition. We theoretically and empirically compare the two conditions.

1. Introduction

Kirillov et al. [14] have developed Panoptic Quality (PQ), a metric that can be used to evaluate image segmentation methods by comparing predicted and true segmentations. PQ is specifically developed for segmentation problems in which exact matches are unfeasible and not even needed for successful applications. Although originally developed for the image domain, PQ can also be used for text, and even for any partitioning problem. The only requirement is that there is an underlying set of elements (in images the pixels, in text segmentation typically tokens) which are partially partitioned (i.e., elements are combined into non-overlapping segments, but not all elements need to be assigned to a segment).

PQ makes the well-known F1 measure (the harmonic mean between precision and recall) available for the partial match segmentation setting. This is done by generalizing the definition of True Positives from a set of items to a set of pairs of matched items. If this set is a partial bijection (for every predicted segment h there is at most one true segment t and vice-versa), the false positives and false negatives and thus all contingency table based metrics are also defined.

Kirillov et al. suggest to match a predicted segment h to a true segment t if $\text{IoU}(h, t) > .5$, where $\text{IoU}$ denotes the intersection-over-union operation, defined as $\frac{|t \cap h|}{|t \cup h|}$. They show that this condition guarantees that the resulting matching is a partial bijection. This condition is simple, effectively computable and interpretable, as desired by Kirillov et al. However, even though it is very natural (as it requires that there are strictly more overlapping than missed and spurious pixels) one could ask for a more foundational reason to choose this threshold. This led to the following research question.

Are there other useful 2, interpretable, simple and effective matching definitions which imply the partial bijection property? And if so, is there a most general one?

Indeed there is a strictly weaker, most general and thus sufficient and necessary condition. Let h and t be two segments (thus subsets) of the same set. Now $\text{IoU}(h, t) > .5$ is equivalent
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As a sidenote, non-trivial alternative matching rules exist, such as the one introduced by Chen et al. [3], as an alternative to the $\theta^*$ matching. Instead of enforcing a single threshold that ensures a one-to-one mapping between predictions and ground truth, a mapping is created by using the Hungarian algorithm to obtain an one-on-one mapping without enforcing a single threshold. However, this method still requires an IoU threshold to allow for false positives and false negatives, and is arguably more involved than the $\theta^*$ or $\theta^b$ matchings.

The rest of the paper is structured as follows. In the next section we prove this result, and compare the two ways of matching from another perspective. The matching defined by ($\theta^b$) can equivalently be stated as

$$\frac{|h \cap t|}{|h|} > .5 \quad \text{and} \quad \frac{|h \cap t|}{|t|} > .5,$$

simply stating that the overlap of the two segments should cover more than half of the segments. All objects pairings in the center column of Table 1 match by this criterion. They do however not satisfy $IoU(h, t) > .5$, and thus do not match by criterion ($\theta^*$). In fact, when the two segments have the same size ($|h| = |t|$), then $IoU(h, t) > .5$ is equivalent to asking that the overlap covers more than two-third of the segments, like in the top right image in Table 1.

This can be derived from the formula for IoU, where we let $|t \cap h|$ be equal to $a$, and $|t| = |h| = b$.

$$\frac{a}{a + (b - a) + (b - a)} > \frac{1}{2}$$

Through simple algebraic steps this is equal to requiring $a > \frac{2}{3}b$. We believe this shows that the weaker matching condition is at least as natural as $IoU(h, t) > .5$, but less arbitrary.

2. Theoretical results

We first recall the definitions of segmentation, recognition and panoptic quality. Then we show the following basic results about ($\theta^b$) and its relation with ($\theta^*$):

- ($\theta^b$) is effectively computable, and defines a partial bijection.
- ($\theta^b$) is strictly weaker than ($\theta^*$).
- Precision, recall, recognition quality and panoptic quality defined with ($\theta^b$) are all larger than or equal to the metrics defined with ($\theta^*$).
- The threshold of .5 is optimal when defining a matching using IoU.
Then in section 2.1 we prove our main result. Let $E$ be a set (in images this would be a set of pixels), and both $H$ and $T$ partial partitions of $E$. Thus both $H$ and $T$ consist of pairwise disjoint subsets of $E$. We call such $H$ and $T$ segmentations and often ignore the underlying set. Let $b \subseteq H \times T$ be a partial bijection. We will use $\text{dom}(b)$ and $\text{ran}(b)$ to denote the domain and range of $b$ respectively. We often view $b$ as a (partial) function from $H$ into $T$, and $b^{-1}$ as one from $T$ into $H$. We call the triple $H, T, b$ an alignment.

We recall the definition of the Panoptic Quality metric from [14]. It is given relative to an alignment. Let

$$TP = b$$

$$FP = H \setminus \text{dom}(b)$$

$$FN = T \setminus \text{ran}(b).$$

Figure 1 contains an example and the way we present these three different parts in this paper. Now the recognition quality $RQ$ is simply the harmonic mean between precision and recall, known as the F1 measure:

$$RQ = \frac{|TP|}{|TP| + 5(|FP| + |FN|)}. $$

The Segmentation Quality ($SQ$) is the mean IoU of the True Positives, and the Panoptic Quality $PQ$ then is the product of $SQ$ and $RQ$. In a direct definition the relation with $F1$ is even closer. Let $wTP$ denote $\Sigma i(IoU(h, t) \mid (h, t) \in TP)$. Then

$$PQ = \frac{wTP}{|TP| + 5(|FP| + |FN|)}.$$

This is the reason why one can refer to PQ as a weighted version of $F1$. Similarly, one can define weighted and unweighted versions of precision and recall by dividing $wTP$ or $|TP|$ by $|TP| + |FP|$ for precision and $|TP| + |FN|$ for recall, respectively. Here the metrics are defined relative to one alignment, thus to one example. The $PQ, RQ$ and $SQ$ of a set of examples is simply the mean $PQ, RQ$ and $SQ$ over them, respectively.

**Theorem 1.** Let $H$ and $T$ be segmentations of the same set and let $B = \{(h, t) \in H \times T \mid (h, t) \text{satisfies } (\theta^k)\}$. Then $B$ is effectively computable, a partial bijection, and for each $(h, t) \in B, \text{IoU}(h, t) \ge \frac{1}{4}$.

**Proof.** A trivial nested for loop over $H$ and $T$ finds the alignment defined by $(\theta^k)$. This can be optimized using the order on the elements of the underlying domain. That for each $(h, t) \in B, \text{IoU}(h, t) \ge \frac{1}{4}$, follows from the fact that $|r \cap h| = |l \cap h|$ is equal to $|l \cup h| + |l \cap h| - |h|$, $(\theta^k)$ states that $|r \cap h|$ is strictly larger than these last two summands.

To show that $B$ is a partial bijection, suppose to the contrary that it is not. We will derive a contradiction. There are two possibilities. We treat one: there is a $t \in T$ and two different (and thus disjoint) $h_1, h_2 \in H$ satisfying $(\theta^k)$. Thus by assumption, both $\frac{|h_1 \cap t|}{|h_1|} > .5$ and $\frac{|h_2 \cap t|}{|h_2|} > .5$. From $\frac{|h_1 \cap t|}{|h_1|} > .5$ it follows that $|l \cap h_1| \leq .5|l|$. Because $h_1$ and $h_2$ are disjoint, $h_1 \cap t \subseteq t \setminus h_1$, and thus by transitivity, $|h_1 \cap t| \leq .5|t|$, which contradicts our assumption.

We now establish the relation between the two ways of matching. We have seen that both $(\theta^0)$ and $(\theta^k)$ define alignments, and thus give alternative definitions of $RQ, SQ$ and $PQ$. Given two segmentations $H$ and $T$ of the same set, we speak about their $\theta^0$- and $\theta^k$-alignment, and distinguish the corresponding metrics using the same superscripts.

**Theorem 2.** $(\theta^k)$ is strictly weaker than $(\theta^0)$. That is, every $\theta^k$-alignment is a $\theta^0$-alignment, and there are segmentations $H, T$ with an $\theta^0$-alignment but no $\theta^k$-alignment.

**Proof.** Because $|h \setminus t|$ and $|t \setminus h|$ are disjoint, $(\theta^0)$ implies $(\theta^k)$. For strictness let $H = \{(1), (2, 3, 4)\}$ and $T = \{(1, 2, 3), (4)\}$. Then with $(\theta^k), (2, 3, 4)$ is aligned to $\{1, 2, 3\}$ because it has 2 elements in the overlap, and it has one missing and one spurious element. But the $\text{IoU}$ of these two segments is equal to $\frac{1}{4}$ and thus not strictly larger than $\frac{5}{8}$, and thus the alignment defined by $(\theta^k)$ is empty.

We now investigate what happens to the three panoptic quality metrics when they are defined using $(\theta^k)$ and $(\theta^0)$.

**Theorem 3.** Consider the $\theta^0$- and the $\theta^k$-alignment of the same two segmentations $H$ and $T$ of the same underlying set. Then

$$S \theta^k \leq S \theta^0$$

$$P \theta^k \geq P \theta^0$$

$$R \theta^k \leq R \theta^0$$

$$RQ \theta^k \geq RQ \theta^0$$

$$PQ \theta^k \geq PQ \theta^0.$$ 

**Proof.** By the previous theorem, $\theta^k \subseteq \theta^0$, and thus the number of True Positives remains the same or grows with $(\theta^0)$, since the alignment condition $\theta^k$ is less strict, and as shown in the example in Theorem 2, allows pairings with an $\text{IoU}$ of less than $\frac{5}{8}$ to be considered true positives. The extra true positives have an $\text{IoU}$ between $\frac{1}{4}$ and $\frac{5}{8}$, and so these extra TPs will bring the mean $\text{IoU}$, which is $\text{SQ}$, down. Every extra True Positive reduces both the number of FPs and FNs by one. So extra TPs lead to a higher numerator but an equal denominator in the definitions of precision, recall and $RQ$ (which is after all $F1$) and thus it will go up with the weaker matching condition $\theta^k$. The numerator in the definition of $PQ$ is the sum of all $\text{IoUs}$ of all TPs. So that also goes up when the number of TPs increases, and thus also $PQ \theta^k \geq PQ \theta^0$. Indeed, the same holds for the weighted versions of Precision and Recall.

We will now establish that the $\text{IoU}$ threshold of 0.5 in $\theta^0$ is optimal in the sense that any lower value would not guarantee a partial bijection for all images. We will show this in a more general setting. Both $\text{IoU}$ and $RQ$ are instances of a general schema, known as the Tversky index [20]. Given a true and a predicted object $t$ and $h$ and the corresponding $TP, FP$ and $FN$ as defined in the beginning of this section, the Tversky index $S$ is defined as follows.

$$S_{\alpha, \beta}(t, h) = \frac{|TP|}{|TP| + \alpha|FP| + \beta|FN|} \text{ where } \alpha, \beta \geq 0.$$

The $RQ$ (or $F1$) score corresponds to $\alpha = \beta = .5$, and the $\text{IoU}$ to $\alpha = \beta = 1$. 

Journal Pre-proof
Theorem 4. Let $B$ denote $(h,t) \in H \times T \mid S_{\alpha,\beta}(h,t) > \gamma$, for some $\alpha, \beta, \gamma$ all between 0 and 1 and $H$ and $T$ segmentations of the same set. Then the following are equivalent.

1. $B$ is a partial bijection for all segmentations $H$ and $T$;
2. both $\frac{\alpha}{1-\gamma}$ and $\frac{\beta}{1-\gamma}$ are larger than or equal to 1.

The theorem immediately implies that $B$ defined by $IoU(h,t) > \gamma$ is guaranteed to be a partial bijection for all segmentations if and only if $\gamma \geq \frac{1}{2}$.

Proof. Let $B$ be defined as stated in the theorem. A little algebra shows that $(t, h) \in B$ if and only if

$$|TP| > \frac{\gamma}{1-\gamma} \alpha|FP| + \frac{\gamma}{1-\gamma} \beta|FN|.$$  \hspace{1cm} (1)

We start with the easy direction. Assuming both $\frac{\alpha}{1-\gamma}$ and $\frac{\beta}{1-\gamma}$ are at least 1, (1) implies that $|TP| > |FP|$ and $|TP| > |FN|$ and thus $\theta(h,t)$ holds and by Theorem 1, $B$ is always a partial bijection.

We prove the other direction by contraposition. Suppose $\frac{\gamma}{1-\gamma} < 1$. The case for $\beta$ is shown similarly. We abbreviate $\frac{\alpha}{1-\gamma}$ by $\gamma$ for ease of notation. Define two total partitions $H$ and $T$ of a set $E$ where $H = \{h\}$ and $T = \{t_1, t_2\}$, satisfying $|t_1| > |t_2| > w_1[t_2]$. This is possible as $w < 1$. We prove that both $(h, t_1)$ and $(h, t_2)$ are in $B$ and thus $B$ is not a partial bijection. Now $(h, t_1) \in B$ if (1) holds. But we have

1. $TP_h = t_1 \cap h = t_1$, as $t_1 \subseteq h$;
2. $FP_h = h \setminus t_1 = t_2$, as $t_1 \cup t_2 = h$;
3. $FN_h = t_1 \setminus h = 0$, as $t_1 \subseteq h$.

Thus (1) reduces to $|t_1| > w_1[t_2]$, which holds because $w < 1$ and we have constructed $t_1$ and $t_2$ such that $|t_1| > |t_2|$. We can similarly show that $(h, t_2) \in B$ using the fact that $|t_2| > w_1[t_1]$. \hspace{1cm} \square

2.1. Every fair alignment satisfies ($\theta^b$)

We will now prove our main result stating that every reasonable alignment is a partial bijection if and only if it satisfies ($\theta^b$). We first develop what are reasonable (we call them "fair") alignments.

Definition 1. Let $H, T, h$ be an alignment.

1. We call $(h, t) \in H \times T$ a mismatch in $H, T$ if $h \not\subseteq dom(b)$ but $|h \cap t| \geq b^{-1}(t) \cap t$.
2. We say that $H, T, h$ is not fair if either $H, T, h$ or $T, H, h^{-1}$ contains a mismatch.

Definition 2. 1. The alignment $H', T', h'$ is an improvement of the alignment $H, T, h$ if $dom(b) = dom(b')$ and $h \cap b'(h) \supseteq h \cap b(h)$ holds for all $b' \subseteq dom(b)$.
2. $H', T', h'$ is an improvement of $H, T, h$ if $ran(b) = ran(b')$ and $t \cap b^{-1}(t) \supseteq t \cap b^{-1}(t)$ holds for all $t \subseteq ran(b)$.

Definition 3. We call an alignment $H, T, h$ fair if every improvement of $H, T, h$ is fair.

Thus with an improvement, we may change one of the segmentations and either the range or the domain of the alignment $h$, but only if the IoU of each aligned pair remains the same or increases. Let’s see an example:

<table>
<thead>
<tr>
<th>$T$</th>
<th>1, 2, 3</th>
<th>4, 5, 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>1, 2, 3, 4, 5</td>
<td>6</td>
</tr>
<tr>
<td>$H'$</td>
<td>1, 2, 3</td>
<td>4, 5</td>
</tr>
</tbody>
</table>

We have two alignments $H, T, b$ and $H', T, b'$, with $b$ and $b'$ as indicated in the mapping. $H', T, b'$ is an improvement of $H, T, b$ as the overlap of the matched pairs remains the same for both segments in $ran(b)$. The pair $(4, 5), (5, 6)$ is a mismatch of $H', T, b'$, and thus $H', T, b'$ is not fair. And thus is $H, T, b$ not fair, because it has an unfair improvement.

Theorem 5. Let $H$ and $T$ be two segmentations of the same set and $B \subseteq H \times T$. Then the following are equivalent:

- all $(h, t) \in B$ satisfy ($\theta^b$);
- $B$ is a partial bijection and $H, T, B$ is a fair alignment.

Proof. Assume that all $(h, t) \in B$ satisfy ($\theta^b$). By Claim 2, $B$ is a partial bijection, so we will write $B$ as the function $b$. Now suppose to the contrary that $H, T, b$ is not a fair alignment. Then there is an improvement of $H, T, b$ which is not fair. There are two cases. We do one, and let the improvement be $H', T', b'$ with an $h \in H$ and $a \in T$ such that $|h \cap a| \geq |h \cap b'(a)|$. Because $H, T', b'$ is an improvement, it holds that $|h \cap b'(b)| \geq |h \cap b(h)|$. Thus we have that $|h \cap a| \geq |h \cap b(h)|$.

Now $t$ and $b'(b)$ are disjoint, so $h \cap b'(b) \supseteq h \cap t$. Because $b'$ is an improvement, $h \cap b'(b) \supseteq h \cap b(b)$ and thus $h \cap b(b) \supseteq h \cap b'(b)$, and by transitivity, $h \cap b(b) = h \cap t$. Using $|h \cap a| \geq |h \cap b(h)|$ we obtain $|h \cap b(b)| \geq |h \cap b(h)|$ which contradicts ($\theta^b$).

Hence $H, T, b$ is a fair alignment and the partial bijection. Suppose to the contrary that ($\theta^b$) does not hold. Then one of the two conjuncts fails. Suppose first. Thus there is an $h \in H$ such that $|h \cap b(h)| \geq |h \cap b(b)|$. Let $z = h \cap b(h)$. Now create $H', T', b'$ as follows.

$T' = \{z\} \cup \{t \in T \mid t \cap z = 0\} \cup \{t \setminus z \mid t \in T \land t \cap z \neq 0\}$.

and for all $h \in dom(b)$ set $b'(h) = b(h)$ if $b(h) \in T$, and $b(h) \setminus z$ otherwise.

We will show that $H', T', b'$ is an improvement which is not fair because of $h$, our required contradiction. Because $T$ and $b$ have these properties, also $T'$ is a partial partition, and $b'$ a partial bijection. To show that $H', T', b'$ is an improvement of $H, T, b$, we must show that for all $h \in H$, the overlap with its match remained the same or increased, i.e., $h \cap b'(b) \geq h \cap b(b)$. This holds by definition of $b'$ when $b(h)$ and $z$ do not overlap. Thus in particular for the segment $h$. If they do overlap, then, as $z = h \setminus b(h) \supseteq h$, for all $h \neq h$, the overlap will increase because the elements in $z$ are disjoint from $h$ and thus taking them out of $b(h)$ reduces the number of errors.

Now we show that $H', T', b'$ is not fair for $h$, precisely because of the set $z \in T'$ which is not in $ran(b')$. By definition $z = h \setminus b(h)$ and thus $z = h \setminus z$. By assumption on $h, |h \cap b(h)| \geq |h \cap b(h)|$, and thus $|h \cap z| \geq |h \cap b(h)|$. We found our desired contradiction.
3. Empirical Evaluation

In this section, $\theta^+$ and $\theta^\&$ are compared on three instance segmentation benchmarks and their differences evaluated: How many additional True Positives does $\theta^\&$ yield? What is their IoU? Are certain classes or visual properties over-represented in the additional TPs? And are they indeed acceptable as correct predictions?

In the experiments, $\text{PQ}$ is calculated over the prediction and ground truths sets for all three datasets, where only the matching condition is altered to be either $\theta^+$ or $\theta^\&$. Recall that, since the $\theta^\&$ matching is less strict than the $\theta^+$ matching, ground truth and predicted pairs with an IoU of less than .5 can be considered true positives under $\theta^\&$ but not under $\theta^+$, and thus the number of true positive matchings under $\theta^\&$ will be larger or equal to that of $\theta^+$.

Figure 2 shows two examples of additional true positives yielded by $\theta^\&$. In the top image, the model makes a recall error and misses a substantial portion of the ground truth object, indicated by the large yellow region. In the bottom image, the model makes a precision error and erroneously predicts a large portion of the image to belong to the ground truth object, indicated by the red region. In both cases, the IoU equals .49, and thus not enough to be a TP according to $\theta^+$.

For the comparison, Mask-R-CNN [12] was run on the CityScapes [6], MS COCO [17] and LVIS (version 0.5) [11] datasets. CityScapes consists of images from streets in several German cities, and MS COCO and LVIS both consist of images from Flickr images. As is common practice, we use the validation sets to evaluate the performance of the image detection method. It should be noted that CityScapes has much more objects per image annotated ($\mu = 20.4$) than the two other sets. We used the pre-trained Mask-R-CNN models made available by Meta through their Detectron2 library [23] for all three datasets. The code and data to reproduce the results of the empirical evaluation are publicly available on Github. $^3$

The main findings can be summarized as follows.

- Evaluating by $\theta^\&$ instead of $\theta^+$ yielded 1,250 additional TPs on the three datasets in total. Per dataset, this meant one to two percent point higher recall.
- The IoU of the additional TPs is close to the 0.5 threshold of $\theta^+$ ($\mu = 0.46$, $\sigma = 0.03$).
- The number of objects in an image and the additional number of true positives in an image are positively correlated, with a Pearson correlation of .35.
- additional TPs are heterogeneous in size, their visual properties and their missed and spurious pixels.
- Five percent of the additional TPs can be considered as being incorrectly classified as detected objects. The majority of these false hits are very small objects.

$^3$https://github.com/KubenvanHeusden/GeneralizedPanopticQuality

![Figure 2: Two examples of TPs according to $\theta^\&$, but not according to $\theta^+$.](image)

(a) Partial. The predicted object only contains a part of the ground-truth object.

(b) Extra. The predicted object is larger than the ground truth object, and the spurious pixels are not assigned to another object.

We first describe the distribution of the IoU values of the additional TPs. Table 2 shows that $\theta^\&$ yields 1,250 additional true positives counted over all three datasets, between 1 and 2 percent more true positives than $\theta^+$ depending on the dataset. Figure 3a shows the distributions of the IoU for both $\theta^+$ and $\theta^\&$ for all three datasets. For all three, the distributions differ significantly when measured using the Kolmogorov-Smirnov test ($D_{\text{K-S}}$ = 0.03, $p = .001$, $D_{\text{K-S}}$ = 0.027, $p < .001$ and $D_{\text{K-S}}$ = 0.03, $p < .001$), for CityScapes, MS COCO and LVIS respectively, where the subscripts indicate the sample sizes of $\theta^+$ and $\theta^\&$ respectively. Figure 3b shows the distributions of the IoU of the additional TPs. For all datasets, over 75% of these TPs has an IoU higher than .43.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Additional TPs</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>CityScapes</td>
<td>232</td>
<td>.02</td>
</tr>
<tr>
<td>MS COCO</td>
<td>536</td>
<td>.01</td>
</tr>
<tr>
<td>LVIS</td>
<td>492</td>
<td>.01</td>
</tr>
</tbody>
</table>

We now investigate whether the true objects of the additional TPs have particular characteristics. The number of objects in an image and the additional number of true positives in an image are positively correlated ($r(9036) = .35$, $p < .001$). In all three datasets, the objects are also assigned to classes. The distributions of the classes over all objects and over the additional TPs do not differ significantly for CityScapes and COCO when mea-
Fig. 3: (a): Boxplot of the distributions of the IoU of true positives under both \( \theta^a \) and \( \theta^b \) and (b): KDE plot of the IoU of the additional TPs with the vertical lines representing the first quartile.

We manually inspected all 232 additional TPs in the CityScapes dataset and classified them into the best fitting error-types, shown in Figures 3 and 4. \( N_{\text{partial}} = 48, N_{\text{extra}} = 45, N_{\text{occluded}} = 24, N_{\text{crowd}} = 48, N_{\text{small}} = 45, N_{\text{annotation error}} = 12 \).

The classification of error types is partly inspired by previous work by for example Bernhard et al. [2], with similar definitions for the partial and extra classes, with the work by Bernhard et al. also providing error categories for cases where the predicted and ground truth objects are disjoint. For all error types, the mean IoU is close to 0.5, meaning there is not one error type that accounts for most of the low IoU TPs.

We now investigate whether the additional TPs can really be considered True Positives. The \( \theta^b \) criterion can yield true positive pairs with an IoU of just over one-third, in which case the overlap is only a little bit more than both the missed part and the wrongly assigned part, like in the middle column of Table 1. Figure 3b shows that in all three datasets there are TPs with an IoU just over a third. If this wrongly assigned part (the FP pixels) overlaps almost completely with another true object, we consider the TP a false hit. Figure 4b contains an example of such a false hit: the wrongly assigned yellow and red parts are almost as large as the green overlap and the red part is for a large part contained in another object. We make this notion of false hit precise as follows, using a parameter \( 0 < \pi < 1 \) to capture "almost as large". A TP \((t, h)\) is a false hit if there is a true object \(t' \neq t\) such that \(\pi \cdot |t \cap h| \leq |t' \cap h|\) and \(\pi \cdot |t \cap h| \leq |t \setminus h|\). Note that the first conjunct also implies that \(\pi \cdot |t \cap h| \leq |h \setminus t|\) because \(t\) and \(t'\) are disjoint. It is easy to see that only additional TPs can be false hits. We set \(\pi = .75\). Only 61 of the 1,250 additional TPs are false hits, (0.5%, 5% and 6% for CityScapes, COCO and LVIS, respectively). These false hits tend to be small objects (within the COCO dataset an object is called small if it has less than 1024 pixels). For CityScapes, MS COCO and LVIS the median pixel size of the true object of the false hits is 359, 422 and 930 pixels, respectively. For CityScapes, MS COCO and LVIS, 100, 71 and 65 percent of the false hits are small objects. Foucart et al. [9] discuss the PQ metric for medical imaging for cell nuclei, and argue against the usage of PQ for small objects, as the small size of the objects means small perturbations in the predictions can have a large effect on whether or not a cell is considered a true positive. Since the majority of
the additional True Positives can be considered correct, we believe that using the $\theta^k$ alignment condition thus yields a more accurate way of measuring model performance.

4. Related Work

Traditionally, the performance of image segmentation models has been evaluated using a variety of pixel- and object-level metrics, such as pixel-level precision and recall, and object-level metrics such as Average Precision and average IoU scores[18, 10, 6]. Both Average Precision and average IoU make usage of the IoU score to produce a mapping between predicted and ground truth objects. In particular, Average Precision is calculated by using the IoU threshold of 0.5 and defining precision and recall in a similar manner to PQ. Although these metrics are still widely reported, the emergence of the panoptic segmentation task has resulted in the more widespread adaptation of the PQ metric [15, 5, 12]. Examples include the MaskFormer and OneFormer architectures [5, 12], both of which use the Transformer architecture at the basis of the prediction model, and present unified frameworks for tackling semantic, instance and panoptic segmentation simultaneously. Li et al. provide a detailed overview of the usage of Transformer-based models in their survey paper [16], reporting their results using the PQ metric for panoptic segmentation datasets. Several image segmentation challenges and benchmarks have also adopted the Panoptic Quality metric as part of their evaluation setup, with examples in diverse fields such as the detection of different types of crops, detection of cell nuclei in the medical domain, the segmentation of 3D point clouds from LiDAR data and other domains such as for modelling attacks on network systems [22, 21, 8, 25, 7, 19]. The PQ metric has also been extended for usage in the video domain, where it is referred to as Video Panoptic Quality (VPQ) [13]. In this setting, IoU is used to obtain TP, FP and FN values over a collection of video frames, after which VPQ is calculated in the same way as the original PQ metric. The VPQ metric includes a hyperparameter $k$ that determines how many frames are considered for the calculation of PQ. Cheng et al [4] propose a change to the calculation of the IoU metric to make it more sensitive to mistakes in object contours. Since the number of pixels around the edge of an object does not scale proportionally with the area of the object, IoU tends to under-penalize boundary mistakes in larger objects. To remedy this problem, they propose Boundary-IoU, which only considers pixels up to $d$ pixels away from the object contour and is formalized as follows. Given a distance parameter $d$, ground truth object $t \in T$ and predicted object $h \in H$.

$$\text{IoU}_{\text{boundary}} = \frac{t_d \cap h_d}{t_d \cup h_d}$$

(2)

Where $t_d$ and $h_d$ are the portions of the ground truth and predicted objects that are up to $d$ pixels away (measured in Euclidean distance) from their respective object contours. The choice of the distance parameter $d$ controls the sensitivity of the metric towards mistakes in the object boundaries: the lower $d$, the more the object contour decides whether a pair $(t, h)$ is a true positive. Choosing the appropriate value for $d$ is an important consideration, as setting the value of $d$ too low can result in very small perturbations (for example stemming from contour ambiguity) having a large effect on the final score. Cheng et al. experimented with this by comparing the annotations from two annotators on the LVIS dataset, treating one as the gold standard and one as the prediction, varying the value of $d$ and counting the number of TPs. They found that, for the LVIS dataset, setting $d$ to roughly two percent of the image diagonal, and so $d$ would be potentially different from image to image, and could possibly even depend on the ground object size, to avoid the aforementioned problem. For both the VPQ and Boundary-PQ variations, substituting the $\theta^k$ matching by the $\theta^k$ matching still results in partial isomorphism, as both variants constrain the predicted objects to be non-overlapping.

5. Discussion & Future Work

Although the paper explores the effect of the altered alignment condition $\theta^k$ on the PQ metric specifically, the fact that the matching concerns the IoU metric means that the altered condition can be used in any setting where IoU is used in determining the correctness of a prediction against a gold standard. Examples of this include the Average Precision and average IoU metrics discussed previously, as well as metrics in different fields, such as Named Entity Recognition and text segmentation. Depending on the specific application, the fact that the $\theta^k$ matching is less strict than the original formulation means that in general more True Positives will be yielded with this matching.

If predicted and ground truth segments are particularly small (such as cell nuclei in medical images), the use of Panoptic Quality as a reliable evaluation metric can become problematic, as outlined by Foucart et al. [9]. As in the Boundary-IoU paper, one of the problems is that mistakes around the boundaries of an object are penalized more heavily for small objects compared to larger objects. Experiments on nuclei segmentation datasets in which artificial distortions are applied to the predictions (dilation by 1 pixel, erosion by 1 pixel and 1 pixel vertical shift), show these small perturbations can lead to a significant amount of predictions receiving an IoU of less than 0.5, in turn resulting in low PQ scores, that do not reflect the actual quality of the predictions when manually inspected. One of the causes of this behaviour is the fact that IoU inherently does not weight spurious and mixed pixels equally, with predictions with missed pixels being scored lower than spurious pixels errors of the same size. Although the proposed matching rule would alleviate this problem in some regards as the threshold is relaxed, the inherent problem is still present. Although this problem is usually solved in practice by discarding predictions below a certain size (dependent on the dataset)[24, 1]. Future work can be done in adapting the metric to use cases where small predictions are common. Although this work explores the implications of a new matching rule for Panoptic Quality in the image domain, the practical implication has only been measured for a handful of datasets in the image domain, and the difference between the two matching rules might be more pronounced for different fields such as usage in Named Entity Recognition, something that could also be explored in future work.
6. Conclusion

We found a useful, simple, interpretable and effectively computable definition for aligning true and predicted segments which is both a necessary and sufficient condition for the alignment being a partial bijection. If, given a predicted and true segment, we let TP, FP and FN stand for the pixels in the overlap, the spurious and the missed pixels, respectively, then the necessary condition aligns the two segments if \(|TP| > |FN|\) and \(|TP| > |FP|\). This in contrast to the stronger \(\text{IoU} > 0.5\) condition which is equivalent to \(|TP| > |FN| + |FP|\). The effect of the weaker condition was small but not negligible; on three instance segmentation datasets it led to a 1-2% increase in recall. Our empirical analysis of these additional true positives shows that 95% of them are indeed valuable correctly identified objects. The few misses were mostly very small objects. As the new condition is the most general effectively computable alignment that guarantees a partial bijection, we recommend it will be used in future implementations of PQ.
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- We present $\theta^k$, a sharper definition of the object alignment in Panoptic Quality.
- We provide an extensive theoretical evaluation of both matchings.
- We empirically evaluate both matchings on three image segmentation datasets.
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